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Introduction In this treatise I aim to give a comprehensive description of modern abstract measure theory,
with some indication of its principal applications. The first two volumes are set at an introductory level;
they are intended for students with a solid grounding in the concepts of real analysis, but possibly with
rather limited detailed knowledge. As the book proceeds, the level of sophistication and expertise demanded
will increase; thus for the volume on topological measure spaces, familiarity with general topology will be
assumed. The emphasis throughout is on the mathematical ideas involved, which in this subject are mostly
to be found in the details of the proofs.

My intention is that the book should be usable both as a first introduction to the subject and as a reference
work. For the sake of the first aim, I try to limit the ideas of the early volumes to those which are really
essential to the development of the basic theorems. For the sake of the second aim, I try to express these ideas
in their full natural generality, and in particular I take care to avoid suggesting any unnecessary restrictions
in their applicability. Of course these principles are to to some extent contradictory. Nevertheless, I find that
most of the time they are very nearly reconcilable, provided that I indulge in a certain degree of repetition.
For instance, right at the beginning, the puzzle arises: should one develop Lebesgue measure first on the
real line, and then in spaces of higher dimension, or should one go straight to the multidimensional case? I
believe that there is no single correct answer to this question. Most students will find the one-dimensional
case easier, and it therefore seems more appropriate for a first introduction, since even in that case the
technical problems can be daunting. But certainly every student of measure theory must at a fairly early
stage come to terms with Lebesgue area and volume as well as length; and with the correct formulations, the
multidimensional case differs from the one-dimensional case only in a definition and a (substantial) lemma.
So what I have done is to write them both out (in §§114-115), so that you can pass over the higher dimensions
at first reading (by omitting §115) and at the same time have a complete and uncluttered argument for them
(if you omit section §114). In the same spirit, I have been uninhibited, when setting out exercises, by the fact
that many of the results I invite students to look for will appear in later chapters; I believe that throughout
mathematics one has a better chance of understanding a theorem if one has previously attempted something
similar alone.

As T write this Introduction (June 2002), the plan of the work is as follows:

Volume 1: The Irreducible Minimum

(first printing May 2000, second printing September 2001)
Volume 2: Broad Foundations

(first printing May 2001)
Volume 3: Measure Algebras

(first printing May 2002)
Volume 4: Topological Measure Spaces (expected late 2003)
Volume 5: Set-theoretic Measure Theory.

Volume 1 is intended for those with no prior knowledge of measure theory, but competent in the elementary
techniques of real analysis. I hope that it will be found useful by undergraduates meeting Lebesgue measure
for the first time. Volume 2 aims to lay out some of the fundamental results of pure measure theory
(the Radon-Nikodym theorem, Fubini’s theorem), but also gives short introductions to some of the most
important applications of measure theory (probability theory, Fourier analysis). While I should like to
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believe that most of it is written at a level accessible to anyone who has mastered the contents of Volume 1,
I should not myself have the courage to try to cover it in an undergraduate course, though I would certainly
attempt to include some parts of it. Volumes 3 and 4 are set at a rather higher level, suitable to postgraduate
courses; while Volume 5 assumes a wide-ranging competence over large parts of real analysis and set theory.

There is a disclaimer which I ought to make in a place where you might see it in time to avoid paying for
this book. I make no attempt to describe the history of the subject. This is not because I think the history
uninteresting or unimportant; rather, it is because I have no confidence of saying anything which would not
be seriously misleading. Indeed I have very little confidence in anything I have ever read concerning the
history of ideas. So while I am happy to honour the names of Lebesgue and Kolmogorov and Maharam in
more or less appropriate places, and I try to include in the bibliographies the works which I have myself
consulted, I leave any consideration of the details to those bolder and better qualified than myself.

I do not wish to admit that the length of this treatise is excessive, but it is certainly taking a very long time
to write. I am therefore presenting it in draft form on the Internet; for details see http://wuw.essex.ac.uk/
maths/staff/fremlin/mt.htm, where you can also find out how to buy the published volumes by mail order.
Each chapter is available separately, and with an elementary knowledge of the TEX language you will be
able to extract individual sections for printing. In addition, I am offering the material in three forms. Apart
from the ‘full’ version, there are ‘abridged’ and ‘results-only’ versions. The ‘abridged’ version omits proofs,
while the ‘results-only’ version also omits exercises and notes. I hope that these will be found useful for
reference and revision, while saving printing costs and easing handling and storage.

I mention some minor points concerning the layout of the material. Most sections conclude with lists of
‘basic exercises’ and ‘further exercises’, which I hope will be generally instructive and occasionally enter-
taining. How many of these you should attempt must be for you and your teacher, if any, to decide, as no
two students will have quite the same needs. I mark with a > those which seem to me to be particularly
important. But while you may not need to write out solutions to all the ‘basic exercises’, if you are in any
doubt as to your capacity to do so you should take this as a warning to slow down a bit. The ‘further
exercises’ are unbounded in difficulty, and are unified only by a presumption that each has at least one
solution based on ideas already introduced. Occasionally I add a final ‘problem’, a question to which I do
not know the answer and which seems to arise naturally in the course of the work.

The impulse to write this book is in large part a desire to present a unified account of the subject. Cross-
references are correspondingly abundant and wide-ranging. (I apologise for the way in which the piecemeal
process of writing and revising renders some of them inaccurate.) In order to be able to refer freely across
the whole text, I have chosen a reference system which gives the same code name to a paragraph wherever it
is being called from. Thus 2440c is the third subparagraph of the fifteenth paragraph in the fourth section
of the fourth chapter of Volume 2, and is referred to by that name throughout. Let me emphasize that
cross-references are supposed to help the reader, not distract her. Do not take the interpolation ‘(324D)’ as
an instruction, or even a recommendation, to lift Volume 3 off the shelf and hunt for §324. If you are happy
with an argument as it stands, independently of the reference, then carry on. If, however, I seem to have
made rather a large jump, or the notation has suddenly become opaque, local cross-references may help you
to fill in the gaps.

Each volume will have an appendix of ‘useful facts’, in which I set out material which is called on
somewhere in that volume, and which I do not feel I can take for granted. Typically the arrangement of
material in these appendices is directed very narrowly at the particular applications I have in mind, and is
unlikely to be a satisfactory substitute for conventional treatments of the topics touched on. Moreover, the
ideas may well be needed only on rare and isolated occasions. So as a rule I recommend you to ignore the
appendices until you have some direct reason to suppose that a fragment may be useful to you.

During the extended gestation of this project I have been helped by many people, and I hope that my
friends and colleagues will be pleased when they recognise their ideas scattered through the pages below. But
I am especially grateful to those who have taken the trouble to read through earlier drafts and comment on
obscurities and errors. In particular, I should like to single out F.Nazarov and T.D.Austin, whose thorough
reading of Volumes 1 and 2 has corrected many faults.
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The space L>(2l), as an M-space and f-algebra; universal mapping theorems for linear operators on L°°; Ty :
L>°(A)—L>°(B); representing L>° when 2 is a quotient of an algebra of sets; integrals with respect to finitely additive
functionals; projection bands in L>°; (L)~ and its bands; Dedekind completeness of 2 and L°°; representing o-
complete M-spaces; the generalized Hahn-Banach theorem; the Banach-Ulam problem.

364 L° (8.3.02)
The space LO(QI); representing L° when 2 is a quotient of a c-algebra of sets; algebraic operations on L; action
of Borel measurable functions on L0; identifying LO(2A) with L.9(u) when 2 is a measure algebra; embedding S and
L in L% suprema and infima in L%; Dedekind completeness in 2 and L9; multiplication in L?; projection bands;
Ty : LO(A)—LO(B); simple products; *regular open algebras; *the space C'>(X).

365 L' (10.7.98)
The space L1(2, i); identification with L (u); [, u; the Radon-Nikodym theorem again; [wXxTrudv = [udf; the
duality between L' and L*; additive functions on 2 and linear operators on L'; T : LY(2A, a)—L'(%B,7) and
Py : LY(B, 7)—LY(2, f1); conditional expectations; bands in L!; varying fi.

366 L? (20.4.01)
The spaces LP (2, ii); identification with LP(u); L9 as the dual of LP; the spaces M and M0, T : MO(2A, @)— MO(B, p)
and Pr : MYO(B,5)—MbO(2(, 4); conditional expectations; the case p = 2.

367 Convergence in measure (30.4.98)
Order*-convergence of sequences in lattices; in Riesz spaces; in Banach lattices; in quotients of spaces of measurable
functions; in C(X); Lebesgue’s Dominated Convergence Theorem and Doob’s Martingale Theorem; convergence in
measure in L°(2l); and pointwise convergence; defined by the Riesz space structure; positive linear operators on L9;
convergence in measure and the canonical projection (L1)**—L1.

368 Embedding Riesz spaces in L° (28.5.01)
Extension of order-continuous Riesz homomorphisms into L?; representation of Archimedean Riesz spaces as subspaces
of L9; Dedekind completion of Riesz spaces; characterizing L° spaces as Riesz spaces; weakly (o, co)-distributive Riesz

spaces.

369 Banach function spaces (9.8.98)

Riesz spaces separated by their order-continuous duals; representing U*X when UCLY; Kakutani’s representation of

. ! .
L-spaces as L! spaces; extended Fatou norms; associate norms; L7 & (L7)*; Fatou norms and convergence in

measure; M1 and M1 || |loo,1 and || ||1,00; L7t + L72.

Chapter 37: Linear operators between function spaces

Introduction (21.7.96)
371 The Chacon-Krengel theorem (7.5.00)

L~(U;V) = LX(U; V) = B(U; V) for L-spaces U and V; the class 772(0,7) of ||||1-decreasing, || ||oo-decreasing linear
operators from M1.0(2, i) to M1:0(B, v).
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372 The ergodic theorem (10.6.01)

The Maximal Ergodic Theorem and the Ergodic Theorem for operators in ’Tﬁ(?p?, for inverse-measure-preserving
functions ¢ : X—X; limit operators as conditional expectations; applications to continued fractions; mixing and

ergodic transformations.

373 Decreasing rearrangements (1.1.99)
The classes 7, 7%; the space M%>; decreasing rearrangements u*; ||u*||, = ||ullp; [ |[Tuxv| < [u*xv* if T € T;
the very weak operator topology and compactness of 7; v is expressible as T'u, where T" € T, iff fot v* < fg u* for
every t; finding 7" such that fTuXU = fu* xv*; the adjoint operator from 7—}2(017) to 7:,—(0}2)

374 Rearrangement-invariant spaces (23.6.01)
T-invariant subspaces of M1:°° and T-invariant extended Fatou norms; relating 7-invariant norms on different
spaces; rearrangement-invariant sets and norms; when rearrangement-invariance implies 7 -invariance.

375 Kwapien’s theorem (20.7.01)

Linear operators on LC spaces; if 9B is measurable, a positive linear operator from LO(2A) to L°(%B) can be assembled
from Riesz homomorphisms.

376 Integral operators (16.8.01)
Kernel operators; free products of measure algebras and tensor products of L? spaces; tensor products of L spaces;
abstract integral operators (i) as a band in LX(U;V) (ii) represented by kernels belonging to LO(A®B) (iii) as
operators converting weakly convergent sequences into order*-convergent sequences; operators into M-spaces or out
of L-spaces; disintegrations.

Chapter 38: Automorphism groups

Introduction (20.4.01)

381 Automorphism groups of Boolean algebras (5.9.98)
Assembling an automorphism; elements supporting an automorphism; cyclic automorphisms; exchanging involutions;
the support of an automorphism; full subgroups of Aut%2(; expressing an automorphism as a product of involutions;
subgroups of Aut 2 with many involutions; normal subgroups of full groups with many involutions; simple groups.

382 Automorphism groups of measure algebras (18.8.98)

Measure-preserving automorphisms as products of involutions; normal subgroups of Aut2 and Autg 2.

383 Outer automorphisms (10.7.00)
If G < Aut2(, H < Aut‘B have many involutions, any isomorphism between G to H arises from an isomorphism
between 2 and B; if 2 is nowhere rigid, Aut2 has no outer automorphisms; applications to localizable measure
algebras.

384 Entropy (10.12.00)
Entropy of a partition of unity in a probability algebra; conditional entropy; entropy of a measure-preserving ho-
momorphism; calculation of entropy (Kolmogorov-Sinal theorem); Bernoulli shifts; isomorphic homomorphisms and
conjugacy classes in Autg 2; almost isomorphic inverse-measure-preserving functions.

385 More about entropy (24.12.00)

Periodic and aperiodic parts of an endomorphism; the Halmos-Rokhlin-Kakutani lemma; the Shannon-McMillan-
Breiman theorem; various lemmas.

386 Ornstein’s theorem (10.2.01)
Bernoulli partitions; finding Bernoulli partitions with elements of given measure (Sinai’s theorem); adjusting Bernoulli
partitions; Ornstein’s theorem (Bernoulli shifts of the same finite entropy are isomorphic); Ornstein’s and Sinai’s
theorems in the case of infinite entropy.

387 Dye’s theorem (25.3.01)
Full subgroups of Autf(; and orbits of inverse-measure-preserving functions; induced automorphisms of principal
ideals; von Neumann transformations; von Neumann transformations generating a given full subgroup; classification
of full subgroups generated by a single automorphism.

Chapter 39: Measurable algebras

Introduction (13.8.98)

391 Kelley’s theorem (28.12.00)
Measurable algebras; strictly positive additive functionals and weak (o, co)-distributivity; additive functionals subor-
dinate to or dominating a given functional; intersection numbers; existence of strictly positive additive functionals;
o-linked Boolean algebras; Gaifman’s example.

392 Submeasures (23.4.01)

Submeasures; exhaustive, uniformly exhaustive and Maharam submeasures; the Kalton-Roberts theorem (a strictly
positive uniformly exhaustive submeasure provides a strictly positive additive functional).
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393 The Control Measure Problem (2.6.01)
Forms of the Control Measure Problem; strictly positive Maharam submeasures, exhaustive submeasures, exhaus-
tive submeasures on the clopen algebra of {0, I}N; absolute continuity of submeasures; countable atomless Boolean
algebras; topologies on Boolean algebras; topologies on L9 spaces; vector measures; examples of submeasures.

394 Kawada’s theorem (22.6.01)
Full local semigroups; T-equidecomposability; fully non-paradoxical subgroups of Aut2; [b: a| and [b: a]; invariant
additive functions from A to L°°(C), where € is the fixed-point algebra of a group; invariant additive functionals and
measures; ergodic fully non-paradoxical groups.

395 The Hajian-Ito theorem (18.7.01)

Invariant measures on measurable algebras; weakly wandering elements.

Appendix to Volume 3

Introduction (16.11.96)

3A1 Set theory (20.4.01)
Calculation of cardinalities; cofinal sets, cofinalities; notes on the use of Zorn’s Lemma; the natural numbers as finite
ordinals; lattice homomorphisms; the Marriage Lemma.

3A2 Rings (28.5.01)

Rings; subrings, ideals, homomorphisms, quotient rings, the First Isomorphism Theorem; products.

3A3 General topology (18.6.01)
Hausdorff, regular, completely regular, zero-dimensional, extremally disconnected, compact and locally compact
spaces; continuous functions; dense subsets; meager sets; Baire’s theorem for locally compact spaces; products;
Tychonoff’s theorem; the usual topologies on {0, 1}{, RZ; cluster points of filters; topology bases; uniform convergence
of sequences of functions; one-point compactifications.

3A4 Uniformities (5.11.97)
Uniform spaces; and pseudometrics; uniform continuity; subspaces; product uniformities; Cauchy filters and com-
pleteness; extending uniformly continuous functions; completions.

3A5 Normed spaces (14.8.01)
The Hahn-Banach theorem in analytic and geometric forms; cones and convex sets; weak and weak* topologies;

reflexive spaces; Uniform Boundedness Theorem; completions; normed algebras; compact linear operators; Hilbert
spaces.

3A6 Groups (28.9.01)

Involutions; inner and outer automorphisms; normal subgroups.

References for Volume 3 (22.12.99)

Volume 4: Topological Measure Spaces

Chapter 41: Topologies and measures I
Introduction (2.9.98)
411 Definitions (16.3.02)
Topological, inner regular, T-additive, outer regular, locally finite, effectively locally finite, quasi-Radon, Radon,
completion regular, Baire, Borel and strictly positive measures; measurable and almost continuous functions; self-
supporting sets and supports of measures; Stone spaces; Dieudonné’s measure.

412 Inner regularity (4.4.00)
Exhaustion; Baire measures; Borel measures on metrizable spaces; completions and c.l.d. versions; complete locally
determined spaces; inverse-measure-preserving functions; subspaces; indefinite-integral measures; products; outer
regularity.

413 Inner measure constructions (6.5.00)
Inner measures; constructing a measure from an inner measure; the inner measure defined by a measure; complete
locally determined spaces; extension of functionals to measures; countably compact classes; constructing measures
dominating given functionals.

414 r-additivity (15.4.02)
Semi-continuous functions; supports; strict localizability; subspace measures; regular topologies; density topologies;
lifting topologies.

415 Quasi-Radon measure spaces (3.1.00)
Strict localizability; subspaces; regular topologies; hereditarily Lindelof spaces; products of separable metrizable
spaces; comparison and specification of quasi-Radon measures; construction of quasi-Radon measures extending
given functionals; indefinite-integral measures; LP spaces; Stone spaces.
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416 Radon measure spaces (11.3.00)
Radon and quasi-Radon measures; specification of Radon measures; c.l.d. versions of Borel measures; locally compact
topologies; constructions of Radon measures extending or dominating given functionals; additive functionals on
Boolean algebras and Radon measures on Stone spaces; subspaces; products; Stone spaces of measure algebras;
compact and perfect measures; representation of homomorphisms of measure algebras; the split interval.

417 T-additive product measures (11.5.02)
The product of two effectively locally finite 7-additive measures; the product of many 7-additive probability measures;
Fubini’s theorem; generalized associative law; measures on subproducts as image measures; products of strictly
positive measures; quasi-Radon and Radon product measures; when ‘ordinary’ product measures are 7T-additive;
continuous functions and Baire o-algebras in product spaces.

418 Measurable functions and almost continuous functions (5.7.00)
Measurable functions; into (separable) metrizable spaces; and image measures; almost continuous functions; continu-
ity, measurability, image measures; expressing Radon measures as images of Radon measures; Prokhorov’s theorem
on projective limits of Radon measures; representing measurable functions into L9 spaces.

419 Examples (18.7.00)

A nearly quasi-Radon measure; a Radon measure space in which the Borel sets are inadequate; a nearly Radon
measure; the Stone space of the Lebesgue measure algebra; measures with domain Pwj; notes on Lebesgue measure.

Chapter 42: Descriptive set theory

Introduction (11.2.02)
421 Souslin’s operation (6.10.01)

Souslin’s operation; is idempotent; as a projection operator; Souslin-F sets; *constituents.
422 K-analytic spaces (31.12.99)

Usco-compact relations; K-analytic sets; and Souslin-F sets; *First Separation Theorem.

423 Analytic spaces (8.8.00)

Analytic spaces; are K-analytic spaces with countable networks; Souslin-F sets; Borel measurable functions; injective
images of Polish spaces; non-Borel analytic sets; von Neumann-Jankow selection theorem; *
sets.

424 Standard Borel spaces (10.12.01)

Elementary properties; isomorphism types; subspaces; Borel measurable actions of Polish groups.

constituents of coanalytic

Chapter 43: Topologies and measures IT

Introduction (1.11.99)

431 Souslin’s operation (27.6.00)
The domain of a complete locally determined measure is closed under Souslin’s operation; the kernel of a Souslin
scheme is approximable from within.

432 K-analytic spaces (5.11.99)
Topological measures on K-analytic spaces; extensions to Radon measures; expressing Radon measures as images of
Radon measures.

433 Analytic spaces (17.6.01)
Inner regularity of Borel measures; expressing Radon measures as images of Radon measures; measurable and almost
continuous functions; the von Neumann-Jankow selection theorem; standard Borel spaces.

434 Representation of linear functionals (14.7.01)
Smooth and sequentially smooth linear functionals; measures and sequentially smooth functionals; Baire measures;
quasi-Radon measures and smooth functionals; locally compact spaces and Radon measures; spaces of signed mea-
sures; embedding spaces of measurable functions in the bidual of C'(X); vague topologies.

435 Borel measures (16.1.00)
Classification of Borel measures; Radon spaces; universally measurable sets and functions; Borel-measure-compact,
Borel-measure-complete and pre-Radon spaces; countable compactness and countable tightness; quasi-dyadic spaces
and completion regular measures; first-countable spaces and Borel product measures.

436 Baire measures (18.4.02)
Classification of Baire measures; extension of Baire measures to Borel measures (Mafik’s theorem); measure-compact
spaces; sequential spaces and Baire product measures.

437 Hausdorff measures (17.2.02)

Metric outer measures; Increasing Sets Lemma; analytic spaces; inner regularity; Vitali’s theorem and a density
theorem; Howroyd’s theorem.
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438 Measure-free cardinals (12.8.01)
Measure-free cardinals; point-finite families of sets with measurable unions; measurable functions into metrizable
spaces; Radon and measure-compact metric spaces; metacompact spaces; hereditarily weakly 6-refinable spaces;
when ¢ is measure-free.

439 Examples (9.4.00)
Measures with no extensions to Borel measures; universally negligible sets; Hausdorff measures are rarely semi-finite;
a smooth linear functional not expressible as an integral; a first-countable non-Radon space; Baire measures not
extending to Borel measures; N¢ is not Borel-measure-compact; the Sorgenfrey line.

Chapter 44: Topological groups

Introduction (2.3.02)
441 Invariant measures on locally compact spaces (26.5.01)

Measures invariant under homeomorphisms; Haar measures; measures invariant under isometries.

442 Uniqueness of Haar measure (30.9.01)
Two (left) Haar measures are multiples of each other; left and right Haar measures; Haar measurable and Haar
negligible sets; the modular function of a group; formulae for [ f(z~1)dz, [ f(zy)dz.

443 Further properties of Haar measure (3.11.01)
The Haar measure algebra of a group carrying Haar measures; actions of the group on the Haar measure algebra;
locally compact groups; actions of the group on L° and LP; the bilateral uniformity; Borel sets are adequate;
completing the group; expressing an arbitrary Haar measure in terms of a Haar measure on a locally compact
group; completion regularity of Haar measure; invariant measures on the set of left cosets of a closed subgroup of a
locally compact group; modular functions of subgroups and quotient groups; transitive actions of compact groups on
compact spaces.

444 Convolutions (6.2.02)
Convolutions of quasi-Radon measures; the Banach algebra of signed 7-additive measures; continuous actions and
corresponding actions on L°(v) for an arbitrary quasi-Radon measure v; convolutions of measures and functions;
indefinite-integral measures over a Haar measure p; convolutions of functions; LP(u); approximate identities.

445 The duality theorem (15.5.02)
Dual groups; Fourier-Stieltjes transforms; Fourier transforms; identifying the dual group with the maximal ideal space
of L'; the topology of the dual group; positive definite functions; Bochner’s theorem; the Inversion Theorem; the
Plancherel Theorem; the Duality Theorem.

446 The structure of locally compact groups (27.6.00)
Finite-dimensional representations separate the points of a compact group; groups with no small subgroups have
B-sequences; chains of subgroups.

447 Translation-invariant liftings (4.11.99)
Translation-invariant liftings and lower densities; translation-invariant liftings are strong; Vitali’s theorem and a
density theorem for groups with B-sequences; locally compact Hausdorff topological groups have translation-invariant
liftings.

448 Tnvariant measures on Polish spaces (20.12.01)
Countably full local semigroups of Aut®; o-equidecomposability; countably non-paradoxical groups; G-invariant
additive functions from 2 to L°°(¢); measures invariant under Polish group actions (the Nadkarni-Becker-Kechris
theorem).

449 Amenable groups (17.9.01)

Amenable groups; permanence properties; free groups; locally compact amenable groups.

Chapter 45: Perfect measures and disintegrations

Introduction(13.11.99)

451 Perfect, compact and countably compact measures (16.4.02)
Basic properties of the three classes; subspaces, completions, c.l.d. versions, products; measurable functions from
compact measure spaces to metrizable spaces; Musial’s example; *weakly a-favourable spaces.

452 Disintegrations (31.12.00)
Disintegrations and regular conditional probabilities; disintegrating countably compact measures; disintegrating

Radon measures; *images of countably compact measures.

453 Strong liftings (1.3.00)

Strong and almost strong liftings; existence; on product spaces; disintegrations of Radon measures over spaces with
almost strong liftings; Stone spaces; Losert’s example.
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454 Measures on product spaces (30.8.01)
Perfect, compact and countably compact measures on product spaces; extension of finitely additive functions with per-
fect countably additive marginals; Kolmogorov’s extension theorem; measures defined from conditional distributions;
distributions of random processes; measures on C(T’) for Polish T'.

455 Markov process and Brownian motion (12.5.02)
Definition of Markov process from conditional distributions; existence of a measure representing Brownian motion;
continuous sample paths.

456 Gaussian distributions (2.6.02)
Gaussian distributions; supports; universal Gaussian distributions; cluster sets of n-dimensional processes; T-additivity;
Gaussian processes.

457 Simultaneous extension of measures (14.6.02)
Extending families of finitely additive functionals; Strassen’s theorem; extending families of measures; examples.

458 Relative independence and free extensions (2.3.02)
Relatively independent families of o-algebras and random variables; relative distributions; relatively independent
families of closed subalgebras of a probability algebra; exchangeable random variables and de Finetti’s theorem; free
extensions of probability algebras; free extensions of probability spaces; existence of free extensions.

Chapter 46: Pointwise compact sets of measurable functions

Introduction (15.12.00)

461 Barycenters and Choquet’s theorem (12.3.00)
Barycenters; elementary properties; sufficient conditions for existence; closed convex hulls of compact sets; Krein’s
theorem; measures on sets of extreme points.

462 Pointwise compact sets of continuous functions (22.4.02)
Angelic spaces; the topology of pointwise convergence on C(X); weak convergence and weakly compact sets in Co(X);
Radon measures on C'(X); separately continuous functions; convex hulls.

463 T, and T,, (14.10.00)

Pointwise convergence and convergence in measure on spaces of measurable functions; compact and sequentially
compact sets; perfect measures and Fremlin’s Alternative; separately continuous functions.

464 Talagrand’s measure (19.11.00)

The usual measure on PI; the intersection of a sequence of non-measurable filters; Talagrand’s measure; the L-space
of additive functionals on PI; measurable and purely non-measurable functionals.

465 Stable sets (2.8.99)

Stable sets of functions; elementary properties; pointwise compactness; pointwise convergence and convergence in
measure; a law of large numbers; stable sets and uniform convergence in the strong law of large numbers; stable sets
in L% and L'; *R-stable sets.

466 Measures on linear topological spaces (15.12.00)
Quasi-Radon measures for weak and strong topologies; Kadec norms; constructing weak-Borel measures; characteristic
functions of measures on locally convex spaces; universally measurable linear operators.

*467 Locally uniformly rotund norms (24.7.00)

Locally uniformly rotund norms; separable normed spaces; long sequences of projections; K-countably determined
spaces; weakly compactly generated spaces; Eberlein compacta; Banach lattices with order-continuous norms.

Chapter 47: Geometric measure theory

Introduction (23.12.00)
471 Besicovitch’s Density Theorem (18.11.00)

Besicovitch’s Covering Lemma; Besicovitch’s Density Theorem; *a maximal theorem.

472 Poincaré’s inequality (22.11.00)

Differentiable and Lipschitz functions; smoothing by convolution; the Gagliardo-Nirenberg-Sobolev inequality; Poincaré’s
inequality for balls.

473 The distributional perimeter (6.12.00)
The divergence of a vector field; sets with locally finite perimeter, perimeter measures and outward-normal func-
tions; the reduced boundary; invariance under isometries; isoperimetric inequalities; Federer exterior normals; the
Compactness Theorem.

474 The essential boundary (22.12.00)
Essential interior, closure and boundary; the reduced boundary; perimeter measures; characterizing sets with locally
finite perimeter; the Divergence Theorem; calculating perimeters from cross-sectional counts; Cauchy’s Perimeter
Theorem; the Isoperimetric Theorem for convex sets.
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475 Concentration of measure (27.9.01)
Hausdorff metrics; Vietoris topologies; concentration by partial reflection; concentration of measure in R”; the Isoperi-
metric Theorem; concentration of measure on spheres; the isometry group of a sphere in infinite-dimensional Hilbert
space is extremely amenable.

476 Combinatorial concentration of measure (20.10.01)
Concentration of measure in product spaces; concentration of measure in permutation groups.

477 Extremely amenable groups (15.12.01)
Extremely amenable groups; concentrating additive functionals; measure algebras under A ; L°; automorphism
groups of measure algebras; isometry groups of spheres in inner product spaces; locally compact groups.

Chapter 48: Gauge integrals
Introduction (23.1.01)
481 Tagged partitions (27.12.00)
Tagged partitions and Riemann sums; gauge integrals; gauges; residual sets; subdivisions; examples (the Riemann
integral, the Henstock integral, the symmetric Riemann-complete integral, the McShane integral, box products, the
approximately continuous Henstock integral).

482 General theory (14.2.01)
Saks-Henstock lemma; when gauge-integrable functions are measurable; when integrable functions are gauge-integrable;
I,(f x xH); integrating derivatives; B.Levi’s theorem; Fubini’s theorem.

483 The Henstock integral (15.3.01)
The Henstock and Lebesgue integrals; indefinite Henstock integrals; Saks-Henstock lemma; fundamental theorem of
calculus; the Perron integral; ACG. functions.

484 The Pfeffer integral (21.1.01)

The Tamanini-Giacomelli theorem; a family of tagged-partition structures; the Pfeffer integral; the Saks-Henstock
indefinite integral of a Pfeffer integrable function; Pfeffer’s Divergence Theorem; differentiating the indefinite integral;
invariance under lipeomorphisms.

Appendix to Volume 4

Introduction (3.7.00)

4A1 Set theory (15.6.02)
Cardinals; closed cofinal sets and stationary sets; A-system lemma, free sets; Ramsey’s theorem; the Marriage Lemma,;
filters; normal ultrafilters; Ostaszewski’s &; cardinals of o-algebras.

4A2 General topology (17.5.02)
Glossary; general constructions; Fs, Gs, zero and cozero sets; countable chain condition; separation axioms; compact
and locally compact spaces; Lindelof spaces; Stone-Cech compactifications; uniform spaces; first-countable, sequential,
countably tight, metrizable spaces; countable networks; second-countable spaces; separable metrizable spaces; Polish
spaces; order topologies.

4A3 Topological o-algebras (19.5.02)
Borel o-algebras; measurable functions; hereditarily Lindelof spaces; second-countable spaces; Polish spaces; Baire
o-algebras; product spaces; compact spaces; wi; Baire property algebras; cylindrical o-algebras.

4A4 Locally convex spaces (2.12.00)
Linear topological spaces; locally convex spaces; Hahn-Banach theorem; normed spaces; inner product spaces; max-
flow min-cut theorem.

4A5 Topological groups (15.12.00)
Group actions; topological groups; uniformities; quotient groups.

4A6 Banach algebras (3.2.02)
Stone-Weierstrass theorem (fourth form); multiplicative linear functionals; spectral radius; invertible elements; expo-
nentiation.

References for Volume 4 (26.1.01)

Volume 5: Set-Theoretic Measure Theory

Chapter 51: Cardinal functions

Introduction (15.8.01)

511 Definitions (4.3.01)
Cardinal functions on partially ordered sets, topological spaces and Boolean algebras; precalibers; ideals of sets;
additivity of a measure.
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512 Galois-Tukey connections (2.4.01)
Supported relations; Galois-Tukey connections; Tukey functions; covering numbers, precalibers, additivity, cofinality,
saturation, linking numbers; sequential composition of supported relations.

513 Boolean algebras and topological spaces (23.5.01)
Cardinal functions of topological spaces; Stone spaces; cardinal functions of Boolean algebras; regular open algebras;

regular open algebras of partially ordered sets; forcing extensions; order-preserving ordinal functions; finite-support
products.

514 The Balcar-Franék theorem (16.6.01)

Boolean-independent sets; free subalgebras; refining systems; the Balcar-Franék theorem; the Pierce-Koppelberg
theorem.

515 Precalibers (12.9.01)

Precalibers of supported relations; and Galois-Tukey connections; partially ordered sets, topological spaces and
Boolean algebras; saturation of product spaces.

516 Martin numbers (10.7.01)

Characterizations of m(P); precalibers, saturation and weak distributivity; Boolean algebras; Novdk numbers; Mcountable-

Chapter 52: Cardinal functions of measure theory
521 Cichori’s diagram (10.8.01)

The bounding and dominating numbers; inequalities linking them with the additivity, cofinality, uniformity and
covering numbers of measure and category in the real line; the localization relation; Mcountable; cofinalities.

522 The measure of {0,1}! (8.9.01)

The additivity, covering number, uniformity, shrinking number and cofinality of measure on {0,1}*; Kraszewski’s
theorem; what happens with GCH.

523 Radon measures (26.1.02)

The additivity, covering number, uniformity and cofinality of a Radon measure; €!(x) and localization; cardinal
functions of measurable algebras; perfect, countably compact and quasi-Radon measures.

524 Precalibers of measure algebras (12.4.02)

Precalibers of measurable algebras; measure-precalibers of probability algebras; (quasi-)Radon measure spaces; under
GCHj; precaliber triples (k, &, k).

525 Strong measure zero (5.5.02)

Strong measure zero in uniform spaces; o-compact groups; non Smz, add Smz; Smz-equivalence; uncountable sets
with strong measure zero.

526 More o-ideals ()
527 Further partially ordered sets of analysis ()

Index (16.6.01)

Errata (19.11.01)
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amsppt.stimt11.tex Version of 10.9.96
Chapter 11
Measure spaces

In this chapter I set out the fundamental concept of ‘measure space’, that is, a set in which some (not, as a
rule, all) subsets may be assigned a ‘measure’, which you may wish to interpret as area, or mass, or volume,
or thermal capacity, or indeed almost anything which you would expect to be additive — I mean, that the
measure of the union of two disjoint sets should be the sum of their measures. The actual definition (in 112A)
is not obvious, and depends essentially on certain technical features which make a preparatory section (§111)
advisable. Furthermore, even with the definition well in hand, the original and most important examples
of measures, Lebesgue measure on Euclidean space, remain elusive. I therefore devote a section (§113) to
a method of constructing measures, before turning to the details of the arguments needed for Lebesgue
measure in §§114-115. Thus the structure of the chapter is three sections of general theory followed by two
(which are closely similar) on particular examples. I should say that the former is essentially easier; but it
does rely on facility with certain manipulations of families of sets which may be new to you.

At some point I ought to comment on my arrangement of the material, and it may be helpful if I do
so before you start work on this chapter. One of the many fundamental questions which any author on
the subject must decide, is whether to begin with ‘general’ measure theory or with ‘Lebesgue’ measure and
integration. The point is that Lebesgue measure is rather more than just the most important example of a
measure space. It is so close to the heart of the subject that the great majority of the ideas of the elementary
theory can be fully realised in theorems about Lebesgue measure. Looking ahead to Volume 2, I find that,
with the exception of Chapter 21 — which is specifically devoted to extending your ideas of what measure
spaces can be — only Chapter 27 and the second half of Chapter 25 really need the general theory to make
sense, while Chapters 22, 26 and 28 are specifically about Lebesgue measure. Volume 3 is another matter,
but even there more than half the mathematical content can be expressed in terms of Lebesgue measure. If
you take the view, as I certainly do when it suits my argument, that the business of pure mathematics is to
express and extend the logical capacity of the human mind, and that the actual theorems we work through
are merely vehicles for the ideas, then you can correctly point out that all the really important things in
the present volume can be done without going to the trouble of formulating a general theory of abstract
measure spaces; and that by studying the relatively concrete example of Lebesgue measure on r-dimensional
Euclidean space you can avoid a variety of irrelevant distractions.

If really you are sure, as a teacher, that none of your pupils will wish to go beyond the elementary theory,
there is something to be said for this view. I believe, however, that it becomes untenable if you wish to
prepare any of your students for more advanced ideas. The difficulty is that, with the best will in the
world, anyone who has worked through the full theory of Lebesgue measure, and then comes to the theory
of abstract measure spaces, is likely to go through it too fast, and at the end find himself uncertain about
just which ninety per cent of the results he knows are generally applicable. I believe it is safer to keep the
special properties of Lebesgue measure clearly labelled as such from the beginning.

It is of course the besetting sin of mathematics teachers at this level, to teach a class of twenty in a manner
appropriate to perhaps two of them. But in the present case my own judgement is that very few students
who are ready for the course at all will have any difficulty with the extra level of abstraction involved in ‘Let
(X, X, 1) be a measure space, ... . I do assume knowledge of elementary linear algebra, and the grammar,
at least, of arbitrary measure spaces is no worse than the grammar of arbitrary linear spaces. Moreover,
the Lebesgue theory already involves statements of the form ‘if E is a Lebesgue measurable set, ...’, and
in my experience students who can cope with quantification over subsets of the reals are not deterred by
quantification over sets of sets (which anyway is necessary for any elementary description of the algebra of
Borel sets). So I believe that here, at least, the extra generality of the ‘professional’ approach is not an
obstacle to the amateur.

Extract from by University of Essex, Colchester. This material is copyright. It is issued under the terms of the Design Sci-
ence License as published in http://dsl.org/copyleft/dsl.txt. This is a development version and the source files are not per-
manently archived, but current versions are normally accessible throughhttp://www.essex.ac.uk/maths/staff/fremdh/mt.htm.
For further information contact fremdh@essex.ac.uk.
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I have written all this here, rather than later in the chapter, because I do wish to give you the choice.
And if your choice is to learn the Lebesgue theory first, and leave the general theory to later, this is how to
do it. You should read

paragraphs 114A-114C

114D, with 113A-113B and 112Ba, 112Bc

114E, with 113C-113D, 111A, 112A, 112Bb

114F

114G, with 111G and 111C-111F,
and then continue with Chapter 12. At some point, of course, you should look at the exercises for §§112-113;
but, as in Chapters 12-13, you will do so by translating ‘Let (X,X, ) be a measure space’ into ‘Let p
be Lebesgue measure on R, and ¥ the algebra of Lebesgue measurable sets’. Similarly, when you look at
111X-111Y, you will take X to be either the o-algebra of Lebesgue measurable sets or the o-algebra of Borel
subsets of R.
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111 o-algebras

In the introduction to this chapter I remarked that a measure space is ‘a set in which some (not, as a rule,
all) subsets may be assigned a measure’. All ordinary concepts of ‘length’ or ‘area’ or ‘volume’ apply only
to reasonably regular sets. Modern measure theory is remarkably powerful in that an extraordinary variety
of sets are adequately regular to be measured; but we must still expect some limitation, and when studying
any measure a proper understanding of the class of sets which it measures will be central to our work. The
basic definition here is that of ‘c-algebra of sets’; all measures in the standard theory are defined on such
collections. I therefore begin with a statement of the definition, and a brief discussion of the properties, of
these classes.

111A Definition Let X be a set. A o-algebra of subsets of X (sometimes called a o-field) is a family
3 of subsets of X such that
(i) 0 € 3;
(ii) for every F € X, its complement X \ E in X belongs to 3;

(iii) for every sequence (Ey),en in X, its union (J,, oy By belongs to X.

111B Remarks (a) Almost any new subject in pure mathematics is likely to begin with definitions. At
this point there is no substitute for rote learning. These definitions encapsulate years, sometimes centuries,
of thought by many people; you cannot expect that they will always correspond to familiar ideas.

(b) Nevertheless, you should always seek immediately to find ways of making new definitions more
concrete by finding examples within your previous mathematical experience. In the case of ‘c-algebra’, the
really important examples, to be described below, are going to be essentially new — supposing, that is, that
you need to read this chapter at all. However, two examples should be immediately accessible to you, and
you should bear these in mind henceforth:

(i) for any X, ¥ = {0}, X} is a o-algebra of subsets of X;

(ii) for any X, PX, the set of all subsets of X, is a o-algebra of subsets of X.
These are of course the smallest and largest o-algebras of subsets of X, and while we shall spend little time
with them, both are in fact significant.

*(c) The phrase measurable space is often used to mean a pair (X,X), where X is a set and ¥ is a
o-algebra of subsets of X; but I myself prefer to avoid this terminology, unless greatly pressed for time, as
in fact many of the most interesting examples of such objects have no useful measures associated with them.

111C Infinite unions and intersections If you have not seen infinite unions before, it is worth pausing
over the formula [ FE,,. This is the set of points belonging to one or more of the sets F,; we may write
it as

neN
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UEn:{I2;| neN,zeE,}
neN
=FyUE UFEyU....

(I write N for the set of natural numbers {0,1,2,3,...}.) In the same way,

mEn:{x:mEEnVneN}
neN
—EyNE NEyN....

It is characteristic of the elementary theory of measure spaces that it demands greater facility with the
set-operations U, N, \ (‘set difference’: E\ F ={z: 2z € E, x ¢ F}), A (‘symmetric difference’: EAF =
(E\F)U(F\E)=(EUF)\ (ENF)) than you have probably needed before, with the added complication
of infinite unions and intersections. I strongly advise spending at least a little time with Exercise 111Xa at
some point.

111D Elementary properties of o-algebras If X is a o-algebra of subsets of X, then it has the
following properties.

(a) FUFeXforall E, FeX. PForif E, Fe X set By =E, E, = F for n > 1; then (E,)nen is a
sequence in ¥ and EUF =,y En € . Q

(b) ENF eXforal E, F € X. P By (ii) of the definition in 111A, X \ E and X \ F € ¥; by (a) of this
paragraph, (X \ E)U(X \ F) € 3; by 111A(ii) again, X \ (X \ E)U (X \ F)) € I; but this is just ENF. Q

(c) E\FeXforal E,FeX. PE\F=EN(X\F). Q
(d) Now suppose that (E,),en is a sequence in ¥, and consider

ﬂEn:{x:xEEnVneN}
neN
— EyNENEsn...

=X\ J X\ Ba);

neN

this also belongs to X.

111E More on infinite unions and intersections (a) So far I have considered infinite unions and
intersections only in the context of sequences (E,, ), cn indexed by the set N of natural numbers itself. Many
others will arise more or less naturally in the pages ahead. Consider, for instance, sets of the form

Upsa Bn =EsUEsUEGU...,
UnezEn={2:3n€Z zeE,}=...UE,UE_,UEUE UE,U...,

quQEq:{x:EI g€ Q, z € E,},

where I write Z for the set of all integers and Q for the set of rational numbers. If every E,,, E, belongs to
a o-algebra 3, so will these unions. On the other hand,

UtE[O,l] Et = {l‘ :dte [0, 1], xr € Et}
may fail to belong to a o-algebra containing every E;, and it is of the greatest importance to develop an

intuition for those index sets, like N, Z and Q, which are ‘safe’ in this context, and those which are not.

(b) I rather hope that you have seen enough of Cantor’s theory of infinite sets to make the following
remarks a restatement of familiar material; but if not, I hope that they can stand as a first, and very partial,
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introduction to these ideas. The point about the first three examples is that we can re-index the families of
sets involved as simple sequences of sets. For the first one, this is elementary; write E], = E, 4 for n € N,
and see that (J,~, En = U,cn By, € . For the other two, we need to know something about the sets Z
and Q. We can find sequences (k,)ney of integers, and (g, )nen of rational numbers, such that every integer
appears (at least once) as a k,, and every rational number appears (at least once) as a ¢,; that is, the
functions n — k, : N — Z and n — ¢, : N — Q are surjective. I® There are many ways of doing this; one
is to set

kn, = g for even n,
1
:_n—2|— for odd n,
n—m> —m? 3 3
gn=——""-——1imeN,m’<n<(m+1)°.
m-+1

(You should check carefully that these formulae do indeed do what I claim they do.) @ Now, to deal with
Unez En, we can set

E =FE;, €%
for n € N, so that

Unez En = Unen Bk, = Upen B € Z,
while for the other case we have

quQ Ey = UneN E, €X.

Note that the first case Un2 4 En can be thought of as an application of the same principle; the map
n — n + 4 is a surjection from N onto {4,5,6,7,...}.

111F Countable sets (a) The common feature of the sets {n : n > 4}, Z and Q which makes this
procedure possible is that they are ‘countable’. For our purposes here, the most natural definition of
countability is the following: a set K is countable if either it is empty or there is a surjection from N onto
K. In this case, if ¥ is a 0-algebra of sets and (Ey)rcx is a family in ¥ indexed by K, then |, x Fr € £. P
For if n + k, : N — K is a surjection, then ] = Ej, € X for every n € N, and J,c o Ex = U,,en E), € 2.
This leaves out the case K = @); but in this case the natural interpretation of Ukex Bk is

{x:3 ke, zecE}

which is itself (), and therefore belongs to ¥ by clause (i) of 111A. Q@ (In a sense this treatment of ) is
a conventional matter; but there are various contexts in which we shall wish to discuss | J, ;- Ex without
checking whether K actually has any members, and we need to be clear about what we will do in such
cases.)

neN

(b) There is an extensive, and enormously important, theory concerning countable sets. The only frag-
ments which I think we must have explicit at this point are the following. (In §1A1 I add a few words to
link this presentation to conventional approaches.)

(i) If K is countable and L C K, then L is countable. B If I = (), this is immediate. Otherwise, take
any [* € L, and a surjection n — k, : N — K (of course K is also not empty, as I* € K); set l,, = ky, if
kn, € L, I* otherwise; then n +— [, : N — L is a surjection. Q

(ii) The Cartesian product N x N = {(m,n) : m, n € N} is countable. P For each n € N, let k,,
I, € N be such that n + 1 = 2¥»(21,, + 1); that is, k,, is the power of 2 in the prime factorisation of n + 1,
and 2[,, + 1 is the (necessarily odd) number (n + 1)/2%». Now n + (k,,[,) is a surjection from N to N x N.
Q It will be important to us later to know that n — (k,,l,) is actually a bijection, as is readily checked.

(iii) It follows that if K and L are countable sets, so is K x L. P If either K or L is empty, so is
K x L, so in this case K x L is certainly countable. Otherwise, let ¢ : N — K and 9 : N — L be surjections;
then we have a surjection 6 : N x N — K x L defined by setting 6(m,n) = (¢(m), ¥ (n)) for all m, n € N.
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Now we know from (ii) just above that there is also a surjection xy : N — N x N, so that 0x : N — K x L is
also a surjection, and K x L must be countable. Q

(iv) An induction on r now shows us that if K3, K»,... , K, are countable sets, so is Kj X ... x K.
In particular, such sets as Q" x Q" will be countable, for any integer r > 1.

(c) Putting 111Dd above together with these ideas, we see that if ¥ is a o-algebra of sets, K is a
non-empty countable set, and (F)rex is a family in X, then

ﬂkeKEk:{l'IxéEkaGK}

belongs to . B Let n — k, : N — K be a surjection; then (), . Er = (,cny Bk, € X, as in 111Dd. Q

Note that there is a difficulty with the notion of (), o, Ex if K = §); the natural interpretation of this
formula is to read it as the universal class. So ordinarily, when there is any possibility that K might be
empty, one needs some such formulation as X N[, x E-

(d) As an example of the way in which these ideas will be used, consider the following. Suppose that X
is a set, ¥ is a o-algebra of subsets of X, and (Ey,)qecq,nen is a family in 3. Then

E= ﬂqu,q<\/§ UmeN ﬂan Eqn = quQ,q<\/§(Um€N(ﬂn2m Eqn)) € X.
P Set Fym = (s Ean = Npeny Egmin for ¢ € Q, m € N; then every Fy,, belongs to X, by 111Dd or (c)
above. Set Gy = U,,,cy Fym for ¢ € Q; then every G, belongs to ¥, by 111A(iii). Set K = {g:q€ Q, ¢ <
V/2}; then K is countable, by 111E and (b-i) of this paragraph. So ), . G4 belongs to ¥, by (c). But
E= ﬂqu Gy Q

qeK

(e) And one final remark, which I give without proof here — though many proofs will be implicit in the
work below, and I spell one out in 1A1Ha —

The set R of real numbers is not countable.

So you must resist any temptation to look for a list ag, a1,... running over the whole set of real numbers.

111G Borel sets I can describe here one type of non-trivial g-algebra; the formulation is rather abstract,
but the technique is important and the terminology is part of the basic vocabulary of measure theory.

(a) Let X be a set, and let & be any non-empty family of o-algebras of subsets of X. (Thus a member
of G is itself a family of sets; & C P(PX).) Then
N6 ={E:FEcXforevery ¥ € G},
the intersection of all the o-algebras belonging to &, is a o-algebra of subsets of X. P (i) By hypothesis, &
is not empty; take g € &; then (& C Xy C PX, so every member of (& is a subset of X. (ii) § € X for
every X € 6,500 € (6. (iii) If £ € (S then F € X for every ¥ € 6,50 X \ E € X for every ¥ € G and

X\E €N6. (iv) Let (E,)nen be any sequence in (| &. Then for every ¥ € &, (E,)nen is a sequence in

%, 50 U en Bn € X as X is arbitrary, |, oy En €1 6. Q

(b) Now let A be any family of subsets of X. Consider
6 = {¥: ¥ is a o-algebra of subsets of X, A C ¥}.

By definition, & is a family of o-algebras of subsets of X; also, it is not empty, because PX € &. So
Y4 =[G is a o-algebra of subsets of X. Because A C X for every X € &, A C X 4; thus X 4 itself belongs
to G; it is the smallest o-algebra of subsets of X including .A.

We say that X 4 is the o-algebra of subsets of X generated by .A.

Examples (i) For any X, the o-algebra of subsets of X generated by () is {0, X }.
(ii) The o-algebra of subsets of N generated by {{n} : n € N} is PN.

(c)(i) We say that a set G C R is open if for every « € G there is a 6 > 0 such that the open interval
]z — 6,z + [ is included in G.
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(ii) Similarly, for any r > 1, we say that a set G C R" is open in R" if for every z € G thereisa § > 0
such that {y : ||y — z| < 6} C G, where for z = ((1,...,¢,) € R" T write ||z]| = />_,_; |G]?; thus ||y — z||

is just the ordinary Euclidean distance from y to z.

(d) Now the Borel sets of R, or of R", are just the members of the o-algebra of subsets of R or R"
generated by the family of open sets of R or R"; the o-algebra itself is called the Borel o-algebra in each
case.

(e) Some readers will rightly feel that the development here gives very little idea of what a Borel set is
‘really’ like. (Open sets are much easier; see 111Ye.) In fact the importance of the concept derives largely
from the fact that there are alternative, more explicit, and in a sense more concrete, ways of describing
Borel sets. I shall return to this topic in Chapter 42.

111X Basic exercises >(a) Practise the algebra of infinite unions and intersections until you can
confidently interpret such formulae as

ENUnenFn)s Unen(BEn\F)y EU(Nyen Fn),
Unen(ENFo), EN(Unen Fn)s Noen(Bn \ F),
EN(Mwen Fn)y Maen(BU ), (Upen Ba) \ F,
Unen(ENE),  (Muen B \NEs Npen(B\ Fa),

Unen Bn) 0V (Unew Fn)y - Mnen(BEn N Fn)s (Maen En) U (Npew Fa),

MnenEm U ), (Men Bn) \ (Unen Fn)y - Upp nen(Bm 0 ),

and, in particular, can identify the nine pairs into which these formulae naturally fall.

>(b) In R, show that all ‘open intervals’ ]a,b[, ]—00,b], ]a, o[ are open sets, and that all intervals
(bounded or unbounded, open, closed or half-open) are Borel sets.

>(c) Let X and Y be sets and ¥ a o-algebra of subsets of X. Let f : X — Y be a function. Show that
{F:F CY, f7'[F] € £} is a o-algebra of subsets of Y. (See 1A1B for the notation here.)

>(d) Let X and Y be sets and T a o-algebra of subsets of Y. Let f : X — Y be a function. Show that
{f7'[F]: F € T} is a o-algebra of subsets of X.

(e) Let X be a set, A a family of subsets of X, and ¥ the o-algebra of subsets of X generated by A.
Suppose that Y is another set and f : Y — X a function. Show that {f~![E] : E € X} is the o-algebra of
subsets of Y generated by {f~![A] : A € A}.

(f) Let X be a set, A a family of subsets of X, and ¥ the o-algebra of subsets of X generated by
A. Suppose that Y C X. Show that {ENY : E € ¥} is the o-algebra of subsets of Y generated by
{ANY : Ae A}

111Y Further exercises (a) In R", where r > 1, show that G +a = {x 4+ a : € G} is open whenever
G C R" is open and a € R". Hence show that F + a is a Borel set whenever E C R" is a Borel set and
a € R". (Hint: show that {E : E + a is a Borel set} is a o-algebra containing all open sets.)

(b) Let X be a set, ¥ a o-algebra of subsets of X and A any subset of X. Show that {(ENA)U(F\A) :
E, F € ¥} is a o-algebra of subsets of X, the o-algebra generated by ¥ U {A}.

(c) Let G C R? be an open set. Show that all the horizontal and vertical sections

{€:E&n)edqt, {£:(¢ G}

of G are open subsets of R.
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(d) Let E C R? be a Borel set. Show that all the horizontal and vertical sections
{€:Emekl {&:Mmek}

of E are Borel subsets of R. (Hint: show that the family of subsets of R? whose sections are all Borel sets
is a o-algebra of subsets of R? containing all the open sets.)

(e) Let G C R be an open set. Show that G is uniquely expressible as the union of a countable (possibly
empty) family 7 of open intervals (the ‘components’ of G) no two of which have any point in common. (Hint:
for z, y € G say that x ~ y if every point between x and y belongs to G. Show that ~ is an equivalence
relation. Let Z be the set of equivalence classes.)

111 Notes and comments I suppose that the most important concept in this section is the one introduced
tangentially in 111E-111F, the idea of ‘countable’ set. While it is possible to avoid much of the formal theory
of infinite sets for the time being, I do not think it is possible to make sense of this chapter without a firm
notion of the difference between ‘finite’ and ‘infinite’, and some intuitions concerning ‘countability’. In
particular, you must remember that infinite sets are not, in general, countable, and that o-algebras are not,
in general, closed under arbitrary unions.

The next thing to be sure of is that you can cope with the set-theoretic manipulations here, so that such
formulae as (), cy En = X \ U,en(X \ Er) (111Dd) are, if not yet transparent, at least not alarming. A
large proportion of the volume will be expressed in this language, and reasonable fluency is essential.

Finally, for those who are looking for an actual idea to work on straight away, I offer the concept of o-
algebra ‘generated’ by a collection A (111G). The point of the definition here is that it involves consideration
of a family & € P(P(PX)), even though both 4 and X 4 belong to PX; we need to work a layer or two up in
the hierarchy of power sets. You may have seen, for instance, the concept of ‘linear subspace U generated by
vectors uq,... ,u, . This can be defined as the intersection of all the linear subspaces containing the vectors
U1, ... , Uy, which is the method corresponding to that of 111Ga-b; but it also has an ‘internal’ definition,
as the set of vectors expressible as aju; + ... + a,u, for scalars a;. For o-algebras, however, there is no
such simple ‘internal’ definition available (though there is a great deal to be said in this direction which I
think we are not yet ready for; some ideas may be found in §136). This is primarily because of (iii) in the
definition 111A; a o-algebra must be closed under an infinitary operation, that is, the operation of union
applied to infinite sequences of sets. By contrast, a linear subspace of a vector space need be closed only
under the finitary operations of scalar multiplication and addition, each involving at most two vectors at a
time.
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We are now, I hope, ready for the second major definition, the definition on which all the work of this
treatise is based.

112A Definition A measure space is a triple (X, X, ) where
(i) X is a set;
(ii) ¥ is a o-algebra of subsets of X;
(iii) p : ¥ — [0, 00] is a function such that
(@) ) = 0;
(B) if (Ep)nen is a disjoint sequence in X, then pu(U, ey En) = Yopeg 1B
In this context, members of ¥ are called measurable sets, and p is called a measure on X.

112B Remarks(a) The use of co In (iii) of the definition above, I declare that p is to be a function
taking values in ‘[0, co]’, that is, the set comprising the non-negative real numbers with ‘oo’ adjoined. Iexpect
that you have already encountered various uses of the symbol oo in analysis; I hope you have realised that
it means rather different things in different contexts, and that it is necessary to establish clear conventions
for its use each time. The ‘co of measure’ corresponds to the notion of infinite length or area or volume.
The basic operation we need to perform on it is addition: co + a = a + 0o = oo for every a € [0,00[ (that
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is, every real number a > 0), and oo + oo = oo. This renders [0, 00] a semigroup under addition. It will
be reasonably safe to declare co — a = oo for every a € R; but we must absolutely decline to interpret the
formula co — co. As for multiplication, it turns out that it is usually right to interpret oo - 0o, a- 0o and co.a
as oo for a > 0, while 0- 0o = 0o - 0 can generally be taken as 0.

We also have a natural total ordering on [0, 0o], writing a < oo for every a € [0,00[. This gives an idea of
supremum and infimum of an arbitrary (non-empty) subset of [0, c0]; and it will often be right to interpret
inf ) as oo, but I will try to signal this particular convention each time it is relevant. We also have a notion
of limit; if (u,)nen is a sequence in [0, 0o], then it converges to u € [0, co] if

for every v < u there is an ny € N such that v < w,, for every n > ng,
for every v > u there is an ng € N such that v > w,, for every n > ny.
Of course if u = 0 or u = co then one of these clauses will be vacuously satisfied.

(See also §135.)

(b) I should say plainly what I mean by a ‘disjoint’ sequence: a sequence (E,,)ncn is disjoint if no point
belongs to more than one E,,, that is, if E,, N E, = ( for all distinct m, n € N. Note that there is no bar
here on one, or many, of the F,, being the empty set.

Similarly, if (E;);es is a family of sets indexed by an arbitrary set I, it is disjoint if E; N E; = () for all
distinct 4, j € 1.

(c) In interpreting clause (iii-3) of the definition above, we need to assign values to sums Y u, for ar-
bitrary sequences (uy,)nen in [0, 00]. The natural way to do this is to say that > 7 o u, = limy, e Do Um,
using the definitions sketched in (a).If one of the w,, is itself infinite, say u, = oo, then > up = 00
for every n > k, so of course ZZO:O up, = oo. If all the u,, are finite, then, because they are all non-
negative, the sequence (3" _ U )nen of partial sums is monotonic non-decreasing, and either has a finite

limit Y7, u, € R, or diverges to co; in which case we again interpret Y u, as cc.

(d) Once again, the important examples of measure spaces will have to wait until §§114 and 115 below.
However, I can describe immediately one particular class of measure space, which should always be borne
in mind, though it does not give a good picture of the most important and interesting parts of the subject.
Let X be any set, and let 2 : X — [0,00] be any function. For every E C X write 2 = ) h(z). To
interpret this sum, note that there is no difficulty for finite sets £ (taking ) ., h(x) = 0), while for infinite
sets I/ we can take ), h(z) =sup{)_, ., h(x): I C E is finite}, because every h(x) is non-negative. (You
may well prefer to think about this at first with X = N, so that >_ ph(n) = im0 D2, c g ey, R(M);
but I hope that a little thought will show you that the general case, in which X may even be uncountable,
is not really more difficult.) Now (X, PX, ) is a measure space.

We are very far from being ready for the specialized vocabulary needed to describe different kinds of
measure space, but when the time comes I will call spaces of this kind point-supported.

A simple case of the above is when h(z) =1 for every z; then pF is just the number of points of F if F
is finite, and is oo if E is infinite. (I will call this counting measure on X.) Another case is with X = N,
h(n) =27""! for every n; then uX = 3+ 1 +... =

(e) If (X, X, u) is a measure space, then ¥ is the domain of the function u, and X is the largest member
of ¥. We can therefore recover the whole triplet (X,3, ) from its final component . This is not a
game which is worth playing at this stage. However, it is convenient on occasion to introduce a measure
without immediately giving a name to its domain, and when I do this I may say that ‘u measures E’
or ‘FE is measured by p’ to mean that puF is defined, that is, that E belongs to the o-algebra dom .
Warning! Many authors use the phrase ‘u-measurable set’ to mean something a little different from what
I am discussing here.

112C Elementary properties of measure spaces Let (X, Y, u) be a measure space.
(Q)If E, FeXand ENF =0 then uy(FUF) = uE + pF.

(b)If E, F €S and E C F then uE < uF.

(c )ForanyE FeXY w((EUF)<uE+ uF.

(d) If (Ey)nen is any sequence in ¥, then ,u(UneN n) < Do o .

(e) If (E,)nen is a non-decreasing sequence in ¥ (that is, E,, C E,4; for every n € N) then



112Dc Measure spaces 9

M(UneN E”) = hmn—>00 ,U'En = SUPpeN :U’En-

(f) If (E,)nen is a non-increasing sequence in ¥ (that is, E, 11 C E, for every n € N), and if some pE,
is finite, then

M(ﬂneN En) =lim, oo pFy = infpen pbp.
proof (a) Set Fg = E, £y = F, E, = 0 for n > 2; then (E,),ecn is a disjoint sequence in ¥ and
Unen En = EUF, s0
WEUF) =300 nEn = pE + pF
(because pd = 0).
(b) F\ E €% (111Dc) and u(F' \ E) > 0 (because all values of y are in [0, 00]); so (using (a))
pF = pE+ p(F\ E) = pE.

(c) W(EUF) = uE + u(F \ E), by (a), and u(F \ E) < uF, by (b).
(d) Set Fy = Eo, Fry = E, \ U, Bi for n > 1; then (F,),en is a disjoint sequence in 3, |, Frn =
Unen En and F,, C E, for every n. By (b) just above, uF,, < pkE, for each n; so
1(Unen En) = 1Unen Fn) = 2020 #Fn < 32070 HEn.

(e) Set Fy = Ey, F,, = B, \ B,y for n > 1; then (Fy,)nen is a disjoint sequence in ¥ and |J, oy Fr =
Unen En- Consequently p(U,, ey En) = Yoneq 1. But an easy induction on n, using (a) for the inductive
step, shows that pE, = >."" _, uF,, for every n. So

Zzo:() ,UFn = 11mn—>oo Z:Ln:g ,UJFm = hmn—»oo ,UJEn
Finally, lim,, oo pE, = sup,,cy pE, because (by (b)) (Ey)nen is non-decreasing.

(f) Suppose that puEy < co. Set F, = Ej \ Epypn for n € N, F = |J, oy F; then (F,),en is a non-
decreasing sequence in 3, so puF = lim,_,o uF,, by (e) just above. Also, uF, + uEy, = pEy; because
wEy < oo, we may safely write uF,, = uE; — pEj1n, so that
Next, F C E, so uF + u(Ep \ F) = uFEy, and (again because pEy is finite) uF = pFEy — p(Ex \ F). Thus
we must have p(Ey \ F) = lim,, oo puF,. But By, \ F'is just (), cyy En-

Finally, lim,, o, pF,, = inf,en pE, because (uFE,)nen is non-increasing.

Remark Observe that in (f) above it is essential to have inf,cy uFE, < oo. The construction in 112Bd is
already enough to show this. Take X = N and let 1 be counting measure on X. Set F,, = {i:i € N, i > n}
for each n. Then E,, ;1 C E, for each n, but

(Npen Bn) = pl = 0 < 0o = limy, o0 p By

112D Negligible sets Let (X, X, ;1) be any measure space.

(a) A set A C X is negligible (or null) if there is a set £ C ¥ such that A C E and uE = 0. (If there
seems to be a possibility of doubt about which measure is involved, I will write u-negligible.)

(b) Let NV be the family of negligible subsets of X. Then (i) 0 € N (ii) if A C B € N then A € N (iii)
if (An)nen is any sequence in N, J,, ey An € N. P (i) p(0) = 0. (ii) There is an £ € X such that uFE =0
and B C F; now A C E. (iii) For each n € N choose an E,, € ¥ such that A, C E, and puE, = 0. Now
E=U,eny En € ¥ and U,y An € Upen Bns and p(U, ey Bn) < S0 o By, by 112Bc, so (Upen En) = 0.
Q

(A family of sets satisfying the conditions (i)-(iii) here is called a o-ideal of sets.)

(c) A set A C X is conegligible if X \ A is negligible; that is, there is a measurable set F C A such that
u(X \ E) = 0. Note that (i) X is conegligible (ii) if A C B C X and A is conegligible then B is conegligible

(iii) if (An)nen is a sequence of conegligible sets, then [,y An is conegligible.
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(d) It is convenient, and customary, to use some relatively informal language concerning negligible sets.
If P(x) is some assertion applicable to members x of the set X, we say that

‘P(x) for almost every z € X’
or
‘P(x) a.e. (x)
or
‘P almost everywhere’, ‘P a.e.’
or, if it seems necessary to specify the measure involved,
‘P(x) for p-almost every ’, ‘P(z)p-a.e.(x)’, ‘P p-a.e.,
to mean that
{r:xz e X, Plx)}
is conegligible in X, that is, that
{z:2z € X, P(x) is false}
is negligible. Thus, for instance, if f : X — R is a function, ‘f > 0 a.e.” means that {z : f(z) < 0} is
negligible.

(e) The phrases ‘almost surely’ (a.s.), ‘presque partout’ (p.p.) are also used for ‘almost everywhere’.

(f) I should call your attention to the fact that, on my definitions, a negligible set need not itself be
measurable, though it must be included in some negligible measurable set. (Measure spaces in which all
negligible sets are measurable are called complete.) I will return to this question in §211.

*112E Image measures The following construction will not be needed in this volume, but is a useful
exercise and is one of the basic methods of setting up new measure spaces.

Proposition Let (X, X, 1) be a measure space, Y any set, and ¢ : X — Y a function. Set
T={F:FCY, ¢ '[F]eX}, vF =u(¢p t[F]) for every F € T.
Then (Y, T, v) is a measure space.
proof (a) ) = ¢1[0)] € ¥ so ) € T.
(b) If F €T, then ¢~ [F] € 2,50 X \ ¢ [F]€X;but X\ ¢ HF]=¢ Y\ F],s0o Y\ FeT.
(¢) If (Fy)nen is asequence in T, then ¢! [F,] € ¥ for every n, s0 |, ey ¢ [Fn] € E; but ¢ U, ey Ful =

UnEN d)_l [Fn]7 S0 UnGN Fn € T.
Thus T is a o-algebra.

(d) v = po~*[0] = pub = 0.
(e) If (F},)nen is a disjoint sequence in T, then (¢~ 1[F,]) ey is a disjoint sequence in X, so

V(UneN F,) = N¢71[Un,eN F,] = N(UneN ¢71[Fn]) = ZZO:O /~L¢71[Fn] = Z;.],O:o vEy.

So v is a measure.

*112F Definition In the context of 112E, v is called the image measure pu¢—!.

Remark I ought perhaps to say that this construction does not always produce exactly the ‘right’ measure
on Y; there are circumstances in which some modification of the measure ;.f ~! described here is more useful.
But I will note these explicitly when they occur; when I use the unadorned phrase ‘image measure’ I shall
mean the measure constructed above.

112X Basic exercises >(a) Let (X, X, 1) be a measure space. Show that (i) y(FEUF)+u(ENF) =
pE+pF (i) f(EUFUG)+w(ENF)+w(ENG) + p(FNG) = pE + pF 4+ pG + (ENFNG) for all
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E, F, G € ¥. Generalize these results to longer sequences of sets. (You may prefer to begin with the case
in which pF, pF and pG are all finite. But I hope you will be able to find arguments which deal with the
general case.)

>(b) Let (X, X, 1) be a measure space and (E,)nen a sequence in Y. Show that
(Unen ﬂmz” E,,) <liminf, . pFp.

(c) Let (X,%, 1) be a measure space, and E, F € X; suppose that uF < oo. Show that u(FAE) =
pF — pE +2u(E \ F).

(d) Let (X,3, ) be a measure space, Y, Z any sets, and ¢ : X — Y, ¢ : Y — Z any functions. Show
that if we construct successively the image measures v = u¢~! on Y and A = v¢p~! on Z, then ) is exactly
equal to the image measure p(1)¢) ! derived from the composed function 1¢ : X — Z. (Remember to check
that A and j(1¢)~! have the same domain.)

(e) Let X be a set. (i) Let p1, po be two measures on X with domains ¥y, Xo. Show that pq + po is
a measure on X, if we say that (u1 + p2)(E) = iuE + poF for E € £ N Ys. (ii) Show that under this
definition we have pq + po = po + pa, p1 + (p2 + ps) = (p1 + p2) + ps for all measures u, pg, uz on X;
that is, that the set M of measures on X is a semigroup. (iii) Show that M has an identity 0; what is it?
(iv) Describe an appropriate notion of scalar multiplication on M for non-negative scalars; show that under
your definition a(p1 + p2) = apy + aps, (a+ B)pu = ap+ Bu, a(fu) = (af)p, 1-p = p for all a, 8 >0, p,
M1, f2 € M.

(f) Let (X, %, 1) be a measure space and (E, ),en a sequence of measurable sets such that pH < oo, where
H = U,ey En- (i) Show that limsup,,_,o pEn < p((N,en Upnspn Em)- (i) Show that liminf, e pEp >

(Unen ﬂmz” E,,). (iii) Show that if (), Umz" Enm=E = pm(U,ey ﬂmz” E,,) then lim,,_, o, uE, exists
and is equal to pF.

(g) Let (X, X, i) be a measure space, Y aset and f : X — Y a function. Show that if x is point-supported,
so is the image measure pf~1.

112Y Further exercises (a) Let X be a set and (u;);ec; any non-empty family of measures on X; set
3; = dom p;, the domain of the function u;, for each i. Set uE = Zie] w;E for E € (,.; X;. Show that u
is a measure on X. What would you do, in this context, if I = (?

i€l

(b) Let X be a set and X a o-algebra of subsets of X. Let u1 and ps be two measures on X, both with
domain 3. Set

pE =inf{yn(ENF)+p(E\F): FeX}
for each F € Y. Show that p is a measure on X, and that it is the greatest measure, with domain ¥, such
that uE < min(u1 E, poF) for every E € X.
(c) Let X be a set and ¥ a o-algebra of subsets of X. Let 1 and po be two measures on X, both with
domain Y. Set
pE =sup{ui(ENF)+ p(E\F): F e X}
for each E' € ¥. Show that u is a measure on X, and that it is the least measure, with domain X, such that

uE > max(p1 E, poE) for every E € X.

(d) Let X be a set and ¥ a o-algebra of subsets of X. Let N be a non-empty family of measures on X,
all with domain . Set

uE = inf{z vi(ENF;):neN, Fy,... F, are disjoint sets in ¥
i=0
covering E, v; € N for each i < n}.
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(i) Show that p is a measure on X, and that it is the greatest measure, with domain ¥, such that pF <
inf,en VE for every E € X. (ii) Now suppose that N is downwards-directed, that is, for any vq, 5 € N there
is a v € N such that vE < min(1y E,1»E) for every E € 3. Show that uF = inf, N VE for every E € 3.

(e) Let X be a set and ¥ a o-algebra of subsets of X. Let N be a non-empty family of measures on X,
all with domain . Set

uE = sup{z vi(ENF;):n €N, Fy,...,F, are disjoint subsets of E
i=0
belonging to X, v; € N for each i < n}.

(i) Show that p is a measure on X, and that it is the least measure, with domain X, such that uFE >
sup, ey VE for every E € ¥. (ii) Now suppose that N is upwards-directed, that is, for any v, vo € N there
is a v € N such that vE > max(11 E, »E) for every E € . Show that pFE = sup, .y VE for every E € X.

(f) Let (X, %, 1) be a measure space and (E,)nen & sequence of measurable sets. For each k& € N set
H,={z:ze X, #{n:z € E,}) > k}, the set of points belonging to E,, for k or more values of n. (i)
Show that each Hj, is measurable. (ii) Show that > p>, pHy = Y.~ puE,. (Hint: start with the case in
which E,, = () for n > ny.) (iii) Show that if > 7/ uF, is finite, then almost every z € X belongs to only
finitely many E,, and Y .~ uB, = > po kG, where

Gy =Hip\ Hy1={a:#({n:z € E,}) =k}.

112 Notes and comments The calculations in such results as 112C(a-c) and 112Xa, 112Xc, involving
only finitely many sets, are common to any additive concept of measure; you may have encountered them in
elementary probability theory, but of course I am now asking you to consider also the possibility that one or
more of the sets has measure co. I hope you will find that these results are entirely natural and unsurprising.
I recommend Venn diagrams in this context; a result of this kind involving only finitely many measurable
sets and only addition, with no subtraction, will be valid in general if and only if it is valid for the area
of simple geometric shapes in the plane. The requirement ‘uF < oo’ in 112Xc is necessary only because
we are subtracting pE; the corresponding additive result u(FAFE) + pE = pF 4+ 2u(E \ F) is true for all
measurable E, F. Of course when sequences of sets enter the picture, we need to take a bit more care; the
results 112C(d-f) are the basic ones to learn. I think however that the only trap is in the condition ‘some
uE,, is finite’ in 112Cf. As noted in the remark at the end of 112C, this is essential, and for a decreasing
sequence of measurable sets it is possible for the measure of the limit to be strictly less than the limit of the
measures, though only when the latter is infinite.

amsppt.stimt113.tex Version of 18.10.99

113 Outer measures and Carathéodory’s construction

I introduce the most important method of constructing measures.

113A Outer measures I come now to the third basic definition of this chapter.

Definition Let X be a set. An outer measure on X is a function 6 : PX — [0, co] such that
(i) 00 =0,
(ii) if AC B C X then §A < 6B,
(iii) for every sequence (A,)nen of subsets of X, O(U,,cny An) < D one 0An.

113B Remarks (a) For comments on the use of ‘o0’, see 112B.

(b) Yet again, the most important outer measures must wait until §§114-115. The idea of the ‘outer’
measure of a set A is that it should be some kind of upper bound for the possible measure of A. If we are
lucky, it may actually be the measure of A; but this is likely to be true only for sets with adequately smooth
boundaries.

(©) 1999 D. H. Fremlin
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(c) Putting (i) and (iii) of the definition together, we see that if 6 is an outer measure on X, and A, B
are two subsets of X, then (AU B) < §A + 0B; compare 112Ca.

113C Carathéodory’s Method: Theorem Let X be a set and € an outer measure on X. Set
Y={E:ECX, 0A=0(ANE)+0(A\E) for every A C X}.

Then ¥ is a o-algebra of subsets of X. Define p : ¥ — [0, 00] by writing uE = 6F for E € X; then (X, 3, u)
is a measure space.

proof (a) The first step is to note that for any E, A C X we have 0(ANE) +6(A\ E) > 6A, by 113Bc; so
that

Y={E:ECX,0A>0(ANE)+0(A\E) for every A C X}.

(b) Evidently () € X, because
O(AND)+0(A\D)=00+0A=0A
for every AC X. If F € ¥, then X \ F € ¥, because
OAN(X\E)+0(A\(X\E)=60(A\E)+0(ANE)=0A
for every A C X.
(c) Now suppose that E, FF € ¥ and A C X. Then

O(AN(EUF))+6(A\ (EUF)) diagram (i)
=0(AN(EUF)NE)+0(AN(EUF)\ E)+0(A\ (EUF)) diag. (ii)
(because E € ¥ and AN (EUF) C X)
=0(ANE)+0((A\E)NF)+0((A\E)\ F)
=0(ANE)+0(A\E) diag. (iii)
(because F' € %)
=0A, diag. (iv)

(again because E € ¥). Because A is arbitrary, EU F € .

(d) Thus X is closed under finite unions and complements, and contains (). Observe that it follows that
E\F =X\ (FU(X\ E)) belongs to ¥ whenever E, F' € ¥.. Now suppose that (F,)nen is a sequence in

S, with E = J, oy En. Set

Gn = Umgn Emn;
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then G,, € ¥ for each n, by induction on n. Set
F():G():Eo, Fn:Gn\anlen\anl fOI‘TLZl;

then every I, belongs to ¥, and E = |J,,cy Fh.
Take any n > 1 and any A C X. Then

O(ANGy) = (AN Gn N Grt) + (AN Gy \ Gu_1)

=0
=0(ANGy_1) +0(ANE,).

An induction on n shows that 6(ANG,) =" _ 0(ANF,,) for every n > 0.

Suppose that A C X. Then ANE = J,, .y AN Fy, so

0(ANE) < ie(Aan)

= lim > 0(ANF,) = lim 6(ANG,).
m=0

On the other hand,

B(A\E) = 6(A\ | Gn)

neN

< inf 60(A\ G,) = lim 0(A\ Gy),
ne

n—oo

using 113A(ii) to see that (#(A \ Gy))nen is non-increasing and that (A \ E) < 0(A\ G,) for every n.
Accordingly

6(ANE)+0(A\E) < lim 6(ANG,)+ lim 0(A\Gy)

n—oo

= lim (0(ANG,) +0(A\ G,)) = 0A

n—oo

because every G, belongs to 3, so 0(ANG,) +0(A\ G,) = 0A for every n. But A is arbitrary, so £ € &,
by the remark in (a) above.
Because (E,)nen is arbitrary, condition (iii) of 111A is satisfied, and ¥ is a o-algebra of subsets of X.

(e) Now let us turn to p, the restriction of 6 to ¥, and Definition 112A. Of course u) = 60 = 0. So let
(Epn)nen be any disjoint sequence in . Set G,, = |J E,, for each n, as in (d), and

m<n

E=Unen Bn = Unen G-
As in (d),

pGry1 = 0Gn11 = 0(Gri1 N Epy1) +0(Grg1 \ Enyr)
— 0F i1 + 060Gy, = pEnsy + uGy
for each n, so uG,, = > _o By, for every n.
Now
pE =0E <3507 0 0E, = 32" hEn.
But also
pE =0E > 0G,, = pG, =Y _o pBn,

for each n, so uE > > uk,.
Accordingly pE = pEy. As (Ep)nen is arbitrary, 112A(iii-3) is satisfied and (X, ¥, 1) is a measure
1
space’.

11 am grateful to T.de Pauw for directing my attention to errors in a former version of this proof.
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113D Remark Note from (a) in the proof above that in this construction
YS={E:ECX 0(ANE)+6(A\ E) <0A for every A C X}.
Since (AN E) + 6(A\ E) is necessarily less than or equal to 4 when A4 = oo,
Y={E:ECX 0(ANE)+6(A\ E) <0A whenever A C X and §A < co}.

113X Basic exercises >(a) Let X be a set and 6 an outer measure on X, and let ;1 be the measure on
X defined from 6 by Carathéodory’s method. Show that if A = 0, then y measures A, so that a set A C X
is p-negligible iff 6A = 0.

(b) Let X be a set. Show that the following are true. (i) If 6, 62 are outer measures on X, so is 61 + 6,
setting (61 +62)(A) = 61 A+ 03 A for every A C X. (ii) If (0;);cs is any non-empty family of outer measures
on X, so is 6 = sup;c; 6;, setting §A = sup,; 6;A for every A C X. (iii) If 61, 02 are outer measures on X
S0 is 61 A 69, setting

(91 A\ 92)(A) = inf{HlB + 92(A \ B) :BC A}
for every A C X.

>(c) Let X and Y be sets, 0 an outer measure on X, and f : X — Y a function. Show that the functional
B 0(f~1[B]) : PY — [0, 00] is an outer measure on Y.

>(d) Let X be a set and 6 an outer measure on X; let Y be any subset of X. (i) Show that 8] PY’, the
restriction of 6 to subsets of Y, is an outer measure on Y. (ii) Show that if F C X is measurable for the

measure on X defined from 6 by Carathéodory’s method, then £ NY is measurable for the measure on Y
defined from 0] PY.

>(e) Let X and Y be sets, 6 an outer measure on Y, and f : X — Y a function. Show that the functional
A — 0(f[A]) : PX — [0,00] is an outer measure.

(f) Let X and Y be sets, 6 an outer measure on X, and and R C X X Y a relation. Show that the map
B — 6(R7Y[B]) : PY — [0, 00] is an outer measure on Y, where R~![B] = {z : 3y € B, (z,y) € R} (1A1B).
Explain how this is a common generalization of (d-i) and (e) above, and how it can be proved by putting
them together.

(g) Let X be a set and 6 an outer measure on X. Suppose that £ C X is measurable for the measure on
X defined from 6 by Carathéodory’s method. Show that 0(E N A) +0(FEU A) =0FE + 0A for every A C X.

(h) Let X be aset and 0 : PX — [0,00] a functional such that 0 = 0, A < §B whenever A C B C X,
and (AU B) < §A+ 0B whenever A, B C X. Set

Y={E:ECX 0A=0(ANE)+0(A\E) for every A C X}.

Show that ) € ¥, X\ F € X for every F € ¥, and that FUF € X forall E, F € ¥, so that E\F, ENF € %
for all E, F € ¥. Show that 6(E U F) = 0E + 0F whenever E, F € ¥ and ENF = (.

113Y Further exercises (a) Let (X, X, 1) be a measure space. For A C X set p*A = inf{uF : E €
3, A C E}. Show that for every A C X the infimum is attained, that is, there is an £ € ¥ such that A C F
and pF = p*A. Show that p* is an outer measure on X.

(b) Let (X, X, ) be a measure space and D any subset of X. Show that ¥Xp = {END : E € ¥} is
a o-algebra of subsets of D. Set up = p*[Xp, the function with domain ¥p such that ypB = pu*B for
every B € ¥p, where p* is defined as in (a) above; show that (D,Xp, up) is a measure space. (up is the
subspace measure on D.)

(c) Let (X, 3, 1) be a measure space and let 4* be the associated outer measure on X, as in 113Ya. Let [
be the measure on X constructed by Carathéodory’s method from p*, and ¥ its domain. Show that ¥ C %
and that (i extends pu.
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(d) Let X be a set and A : PX — [0, 00] any function. For A C X set
A = inf{z AC; : (C})jen is a sequence of subsets of X
7=0

such that A C U C;}.
JEN

Show that 6 is an outer measure on X. (Hint: you will need 111F (b-ii) or something equivalent.)

(e) Let X be a set and 61, 05 two outer measures on X. Show that 01 A s, as described in 113Xb(iii), is
the outer measure derived by the process of 113Yd from the functional \C' = min(6,C, 6>C).

(f) Let X be a set and (0;);c; any non-empty family of outer measures on X. Set AC' = inf;c; 0;C for
each C' C X. Show that the outer measure 6 derived from A by the process of 113Yd is the largest outer
measure such that #A < #; A whenever A C X, 7 € I.

(g) Let X be aset and ¢ : PX — [0, 00] a functional such that
ol = 0;
¢?(AUB) > ¢A+ ¢B for all disjoint A, B C X
if (A,)nen is a non-increasing sequence of subsets of X and ¢A¢ < oo then ¢((), oy An) =
lim, o0 pAp;
if pA = o0, a € R there is a B C A such that a < ¢B < .
Set

Y={E:FECX ¢(ANE)+ ¢(A\ E) = ¢pA for every A C X }.
Show that (X, %, ¢[X) is a measure space.

(h) Let (X,X, 1) be a measure space and for A C X set u. A =sup{uE : F € ¥, E C A, uFE < oo}.
Show that . : PX — [0, oo[ satisfies the conditions of 113Yg, and that if 41X < oo then the measure defined
from p. by the method of 113Yg extends p.

(i) Let X be a set and A an algebra of subsets of X, that is, a family of subsets of X such that
DA,
X\ E € Afor every A€ A,
EUF € A whenever E, I' € A.
Let A : A — [0,00] be a function such that
A =0,
MEUF)=MAE+ \F whenever E, F € Aand ENF =),
AE = lim,, . AE, whenever (E,),cn is a non-decreasing sequence in .A with union E.
Show that there is a measure 1 on X extending A\. (Hint: set AA = oo for A € PX \ A; define 6 from A as
in 113Yd, and g from 6.)

(j) (T.de Pauw) Let X be a set, T a o-algebra of subsets of X, and 6 an outer measure on X. Set
Y={E:EecT, 0E=0ENA)+0(E\ A) for every A € T}. Show that ¥ is a o-algebra of subsets of X
and that 6]X is a measure.

113 Notes and comments We are proceeding by the easiest stages I can devise to the construction of
a non-trivial measure space, that is, Lebesgue measure on R. There are many constructions of Lebesgue
measure, but in my view Carathéodory’s method (113C) is the right one to begin with, because it is the
most powerful and versatile single technique for constructing measures. It is, of course, abstract — it deals
with arbitrary outer measures on arbitrary sets; but I really think that the abstract theory of measure is
easier than the theory of Lebesgue measure, intertwined as it is with the rich structure of Euclidean space.
We do at least have here a serious theorem for you to get your teeth into, mastery of which should be both
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satisfying and useful. I must say that I think it very remarkable that such a direct construction should be
effective. Looking at the proof, it is perhaps worth while distinguishing between the ‘algebraic’ or ‘finite’
parts ((a)-(c)) and the parts involving sequences of sets ((d)-(e)); the former amount to a proof of 113Xh.
Outer measures of various kinds appear throughout measure theory, and I sketch a few of the relevant
constructions in 113X-113Y.
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114 Lebesgue measure on R

Following the very abstract ideas of §§111-113, we have an urgent need for a non-trivial example of a
measure space. By far the most important example is the real line with Lebesgue measure, and I now
proceed to a description of this measure (114A-114E), with a few of its basic properties.

The principal ideas of this section are repeated in §115, and if you have encountered Lebesgue measure
before, or feel confident in your ability to deal with two- and three-dimensional spaces at the same time as
doing some difficult analysis, you could go directly to that section, turning back to this one only when a
specific reference is given.

114A Definitions (a) For the purposes of this section, a half-open interval in R is a set of the form
[a,b] ={z:a <z < b}, where a, b € R.
Observe that I allow b < a in this formula; in this case [a,b] = 0 (see 1A1A).

(b) If I C R is a half-open interval, then either I = () or I = [inf I, sup I[, so that its endpoints are well
defined. We may therefore define the length Al of a half-open interval I by setting

A =0, Aab=b—aifa<b.

114B Lemma If I C R is a half-open interval and (I;);en is a sequence of half-open intervals covering
I, then M\ < ZJ:

proof (a) If I = () then of course \I =0 < Zjoio Al;. Otherwise, take I = [a,b], where a < b. For each
x € R let H, be the half-line |—oco, z[, and consider the set

A={z:a<z<br—a<d> 2 NI;NH,)}

(Note that if I; = [cj,d,;[ then I; N Hy = [¢;, min(d;, )[, so A(I; N H) is always defined.) We have a € A
(because a —a = 0 < Z;io A(I; N H,)) and of course A C [a,b], so ¢ = sup A is defined, and belongs to
[a, b].

(b) We find now that ¢ € A.

Pc—a=supr—a

T€EA
<sugZ)\ H,) <Y MI;NH.). Q
S =0

(c) ? Suppose, if possible, that ¢ < b. Then ¢ € [a, b], so there is some k € N such that ¢ € Ij,. Express
I, as [ck, dy[; then = min(d,b) > c¢. For each j, A(I; N H;) > A(I; N H.), while

)\(Ik n Hm) = )\(Ik n HC) +x —c.
So

SOMIGNH) =Y MG NH)+x—c
7=0 7=0
>c—a+x—c=x—a,

(©) 1994 D. H. Fremlin



18 Measure spaces 114B

sox € A; but x > cand c=sup A. X

(d) We conclude that ¢ = b, so that b € A and
b—a <3520 AT N Hy) < 32520 A,

as claimed.

114C Definition Now, and for the rest of this section, define 6 : PR — [0, oc] by writing

A = inf{z A ¢ (1) en is a sequence of half-open intervals
§=0
such that A C U I}
JEN

Observe that every A can be covered by some sequence of half-open intervals — e.g., A C [J, ¢y [-7,n[; 50
that if we interpret the sums in [0,00], as in 112Bc above, we always have a non-empty set to take the
infimum of, and A is always defined in [0, cc]. This function 6 is called Lebesgue outer measure on R;
the phrase is justified by (a) of the next proposition.

114D Proposition (a) 6 is an outer measure on R.
(b) 61 = M for every half-open interval I C R.

proof (a)(i) 6 takes values in [0, co] because every 6A is the infimum of a non-empty subset of [0, cc].

(ii) 00 = 0 because (for instance) if we set I; = () for every j, then every I, is a half-open interval (on
the convention I am using) and () C U]EN I;, Z;io A =0.

(iii) If A C B then whenever B C (J,cy I; we have A C |J; .y 1;, so 0A is the infimum of a set at least
as large as that involved in the definition of B, and 0A < 6B.

(iv) Now suppose that (A,),ecn is a sequence of subsets of R, with union A. For any ¢ > 0, we
can choose, for each n € N, a sequence (I,;)jen of half-open intervals such that A, C UjeN I,; and
Z;io My < 0A, +2 "¢e. (You should perhaps check that this formulation is valid whether 0 A,, is finite or
infinite.) Now by 111F(b-ii) there is a bijection from N to N x N; express this in the form m — (kp,, ln).
Then (Ix, 1., )men is a sequence of half-open intervals, and

A g UmEN Ikam'

PlfzecA= A,, there must be an n € N such that € A,, C|J. .y Inj, so there is a j € N such that

neN jEN
x € I,j. Now m +— (kp,Ly,) is surjective, so there is an m € N such that k,,, = n and l,, = j, in which case
T € Ikam' Q
Next,

ZZ}:O Ml < ZZO:O E;io Alpj.

P If M €N, then N = max(ko, k1,... ,km,lo,l1,...,ln) is finite; because every Al,; is greater than or
equal to 0, and any pair (n,j) can appear at most once as a (km, L),

E%:o Ml < Zgzo Zj‘vzo Alpj < Zf:fzo Z;io Alnj < ZZO:O Z;io Al
So
S o Mty = iMoo Yo Mt < 30000 S22 ALy Q
Accordingly
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AA < Z My, 1,

m=0

<33 amy
n=0 j=0

< 3 (A, +27 ")
n=0

=) 0A,+) 27"
n=0 n=0

= i 0A, + 2e.
n=0

Because € is arbitrary, #4 < > A, (again, you should check that this is valid whether or not Y~ A,
is finite). As (A, )nen is arbitrary, 0 is an outer measure.

(b) Because we can always take Ip = I, I; = () for j > 1, to obtain a sequence of half-open intervals
covering I with Z;‘;o Al = A, we surely have 01 < AI. For the reverse inequality, use 114B: if I C UjeN 1;,
then A\ < Z;io AM;; as (I;)jen is arbitrary, 81 > Xl and 61 = X\, as required.

Remark There is an ungainly shift in the argument of (a-iv) above, in the stage

‘014 S Z;):;ZO )\Ikam S Z'(:LO=O Z_(]X;O AIRJ?

I dare say you would have believed me if I had suppressed the k,,, l,,, altogether and simply written ‘because
AC U, jenInj, A< Yoo E;io Al,;’. I hope that you will not find it too demoralizing if I suggest that
such a jump is not quite safe. My reasons for interpolating a name for a bijection between N and N x N, and
taking a couple of lines to say explicitly that 37" My, 1,, < 32770 272 My, are the following. To start
with, there is the formal point that the definition 114C demands a simple sequence, not a double sequence.
Is it really obvious that it doesn’t matter here? If so, why? There can be no way to justify the shift which
does not rely on the facts that N x N is countable and every Al,; is non-negative. If either of those were
untrue, the method would be in grave danger of failing.

At some point we shall certainly need to discuss sums over infinite index sets other than N, including
uncountable index sets. I have already touched on these in 112Bd, and I will return to them in §226. For
the moment, I feel that we have quite enough new ideas to cope with, and that what we need here is a
reasonably honest expedient to deal with the question immediately before us.

You may have noticed, or guessed, that some of the inequalities ‘<’ here must actually be equalities; if
so, check your guess in 114Ya.

114E Definition Because Lebesgue outer measure (114C) is indeed an outer measure (114Da), we may
use it to construct a measure p, using Carathéodory’s method (113C). This measure is Lebesgue measure
on R. The sets F for which uFE is defined (that is, for which (AN E) + (A \ E) = 6A for every A C R)
are called Lebesgue measurable.

Sets which are negligible for u are called Lebesgue negligible; note that these are just the sets A for
which §A = 0, and are all Lebesgue measurable (113Xa).

114F Lemma Let x € R. Then H, = |—o0, z[ is Lebesgue measurable for every x € R.

proof (a) The point is that \I = A\(I N H,;) + A(I \ H;) for every half-open interval I C R. T If either
I C H,or INH, = (), this is trivial. Otherwise, I must be of the form [a,b[, where a < x < b. Now
INH, =[a,z] and I \ H, = [z, ] are both half-open intervals, and

MINH) +MI\H,)=(x—a)+(b—2)=b—a=\. Q
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(b) Now suppose that A is any subset of R, and € > 0. Then we can find a sequence (I;) ey of half-open
intervals such that A C (J,cy1; and Z;io M; < 0A+e Now (I; N Hy)jen, (I; \ Hyz)jen are sequences of
half-open intervals and AN H, C UjeN<Ij NH,), A\ H, C UjeN(Ij \ H;). So

0(ANH,)+0(A\ H,) < i AI; NH,) + i)\(lj \ H)

J J=0

8 1

)\Ij S 9A+E.

J

Il
o

Because € is arbitrary, (AN H;) + 0(A\ H,) < 0A; because A is arbitrary, H, is measurable, as remarked
in 113D.

114G Proposition All Borel subsets of R are Lebesgue measurable; in particular, all open sets, and all
sets of the following classes, together with countable unions of them:

(i) open intervals Ja, b[, |—00, b], ]a, oc[, ] —00, 00|, where a < b € R;
(ii) closed intervals [a, b], where a < b € R;
(iii) half-open intervals [a, b], ]a, b], |—00, ], [a, oo, where a < b in R.

We have moreover the following formula for the measures of such sets, writing p for Lebesgue measure:
wla, bl = pla,b] = wla, bl = pla, bl =b—a

whenever a < bin R, while all the unbounded intervals have infinite measure. It follows that every countable
subset of R is measurable and of zero measure.

proof (a) I show first that all open subsets of R are measurable. I» Let G C R be open. Let K C Q x Q
be the set of pairs (g, ¢’) of rational numbers such that [¢,¢'| € G. Now by the remarks in 111E-111F —
specifically, 111Eb, showing that Q is countable, 111F(b-iii), showing that products of countable sets are
countable, and 111F (b-i), showing that subsets of countable sets are countable — we see that K is countable.
Also, every [q,q'[ is measurable, being H, \ H, in the language of 114F. So, by 111Fa, G’ = U(M,)eK lq,d']
is measurable.

By the definition of K, G’ C G. On the other hand, if x € G, there is an ¢ > 0 such that Jx — ¢,2 + ¢[ C G.
Now there are rational numbers ¢ € |z — €, 2] and ¢’ € |x,x + €], so that (¢,¢') € K and z € [¢,¢'[ C G'. As
x is arbitrary, G = G’ and G is measurable. Q

(b) Now the family 3 of Lebesgue measurable sets is a o-algebra of subsets of R including the family of
open sets, so must contain every Borel set, by the definition of Borel set (111G).

(c) Of the types of interval considered, all the open intervals are actually open sets, so are surely Borel.
The complement of a closed interval is expressible as the union of at most two open intervals, so is Borel, and
the closed interval, being the complement of a Borel set, is Borel. A bounded half-open interval is expressible
as the intersection of an open interval with a closed interval, so is Borel; and finally an unbounded interval
of the form |—o0, b] or [a, oo is the complement of an open interval, so is also Borel.

(d) To compute the measures, we already know that p[a,b[ = b — a if @ < b. For the other types of
bounded interval, it is enough to note that p{a} = 0 for every a € R, as the different intervals differ only
by one or two points; and this is so because {a} C [a,a + €], so p{a} < ¢, for every € > 0.

As for the unbounded intervals, they include arbitrarily long half-open intervals, so must have infinite
measure.

(e) As just remarked, pu{a} = 0 for every a. If A C R is countable, it is either empty or expressible
as {a, : n € N}. In the former case pA = pl) = 0; in the latter, A = (J, y{an} is Borel and pA <

Zf:o plan} = 0.

114X Basic exercises >(a) Let g : R — R be any non-decreasing function. For half-open intervals
I C R define A\;I by setting

A =0, Agla,b] =limgyp g(z) — limgy, g(x)
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if a < b. For any set A C R set

0,A = inf{z Aglj : (I;)jen is a sequence of half-open intervals
§=0
such that A C U I}
JEN
Show that 6, is an outer measure on R. Let i, be the measure defined from ¢, by Carathéodory’s method,;
show that py/ is defined and equal to A/ for every half-open interval I C R, and that every Borel subset
of R is in the domain of p,.
(g is the Lebesgue-Stieltjes measure associated with g.)

(b) At which point would the argument of 114Xa break down if we wrote A, [a,b] = g(b) — g(a) instead
of using the formula given?

>(c) Write 6 for Lebesgue outer measure, y for Lebesgue measure on R. Show that A = inf{uFE : F is
Lebesgue measurable, A C E'} for every A C R. (Hint: Consider sets £ of the form (J; oy I, where (I;) en

is a sequence of half-open intervals.)

(d) Let X be a set, Z a family of subsets of X such that §) € Z, and A : Z — [0, 00| a function such that
AD = 0. Define 6 : PX — [0, o] by writing

0A =inf{3>°72, M : (I;)jen is a sequence in Z such that A C ey 15},

interpreting inf ) = oo, so that #A4 = oo if A is not covered by any sequence in Z. Show that # is an outer
measure on X.

(e) Let E C R be a set of finite measure for Lebesgue measure p. Show that for every € > 0 there is
a disjoint family Io,... I, of half-open intervals such that u(EA;., I;) < e. (Hint: let (J;);en be a
sequence of half-open intervals such that £ C | jenJj and Z;io pd; < pkE+ %e. Now take a suitably large

m and express | i<m J; as a disjoint union of half-open intervals.)

>(f) Suppose that ¢ € R. Show that (A + ¢) = 0A for every A C R, where A+c={z+c:x € A}.
Show that if E C R is measurable so is F + ¢, and that in this case u(E + ¢) = uE.

(g) Suppose that ¢ > 0. Show that §(cA) = c§(A) for every A C R, where cA = {cx : x € A}. Show that
if E C R is measurable so is ¢F, and that in this case u(cE) = cuFE.

114Y Further exercises (a) In (a-iv) of the proof of 114D, show that Y °_ ALy,
to 27010:0 Z?io Ay

(b) Let g, h : R — R be two non-decreasing functions, with sum g + h; let pg, pin, fg+n be the
corresponding Lebesgue-Stieltjes measures (114Xa). Show that

is actually equal

m

dom jigyp = dompg Ndompp,  pgynE = pgF + ppE for every £ € dom pgp.

(c) Let (gn)nen be a sequence of non-decreasing functions from R to R, and suppose that g(z) =
> gn(x) is defined and finite for every x € R. Let p, , 1y be the corresponding Lebesgue-Stieltjes
n=0 9n g

measures. Show that

dom pig = ey dompg, ,  pgE =" g, E for every E € dom .

(d) (i) Show that if A C R and € > 0, there is an open set G 2 A such that §G < A + €, where 0 is
Lebesgue outer measure. (ii) Show that if E C R is Lebesgue measurable and e > 0, there is an open set
G 2 E such that u(G \ E) < ¢, where p is Lebesgue measure. (Hint: consider first the case of bounded E.)
(iii) Show that if £ C R is Lebesgue measurable, there are Borel sets Hy, Ho such that H; C E C Hy and
w(Ho \ E) = u(E \ Hy) = 0. (Hint: use (ii) to find Ho, and then consider the complement of E.)
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(e) Write 6 for Lebesgue outer measure on R. Show that a set E C R is Lebesgue measurable iff
O([-n,n] N E) + 0([—n,n] \ E) = 2n for every n € N. (Hint: Use 114Yd to show that for each n there are
measurable sets F,, H,, such that F,, C [-n,n]NE C H, and H, \ F, is negligible.)

(f) Repeat 114Xc and 114Yd-114Ye for the Lebesgue-Stieltjes measures of 114Xa.

(g) Write B for the o-algebra of Borel subsets of R, and let v : B — [0, 00[ be a measure. Let g, Ay, 04
and g be as in 114Xa. Show that if v = A\,I for every half-open interval I, then vE = u4E for every
E € B. (Hint: first consider open sets E, and then use 114Yd(i) as extended in 114Yf.)

(h) Write B for the o-algebra of Borel subsets of R, and let v : B — [0,00[ be a measure such that
v[—n,n] < oo for every n € N. Show that there is a function g : R — R which is non-decreasing, continuous
on the left and such that vE = u,FE for every £ € B, where p4 is defined as in 114Xa. Is g unique?

(i) Write B for the o-algebra of Borel subsets of R, and let v, 1o be measures with domain B such that
1] = sl < oo for every half-open interval I C R. Show that 11 E = 1o F for every E € B.

(j) Let £ be any family of half-open intervals in R. Show that (i) there is a countable C C £ such that
UE& = UC (definition: 1A1F) (ii) that |J& is a Borel set, so is Lebesgue measurable (iii) that there is a
disjoint sequence (I,,)nen of half-open intervals in R such that |J& = U, ey In-

(k) Show that for almost every x € R (as measured by Lebesgue measure) the set
: _mc L
{(m,n):meZ,neN\{0}, |z n|§n3

is finite. (Hint: estimate the outer measure of {J,, .o Ujmj<pnlsy — L. m 4+ L] for ng, k > 1.) Repeat with
2 + € in the place of 3.

114 Notes and comments My own interests are in ‘abstract’ measure theory, and from the point of
view of the structure of this treatise, the chief object of this section is the description of a non-trivial
measure space to provide a focus for the general theorems which follow. Let me enumerate the methods of
constructing measure spaces already available to us. (a) We have the point-supported measures of 112Bd;
in some ways, these are trivial; but they do occur in applications, and, just because they are generally
easy to deal with, it is often right to test any new ideas on them. (b) We have Lebesgue measure on R;
a straightforward generalization of the construction yields the Lebesgue-Stieltjes measures (114Xa). (c)
Next, we have ways of building new measures from old, starting with subspace measures (113Yb) and image
measures (112E) and weighted sums of measures (112Xe). Perhaps the most important of these is ‘Lebesgue
measure on [0,1]’, T call it uy for the moment, where the domain of py is {F : E C [0,1] is Lebesgue
measurable} = {EN[0,1] : E C R is Lebesgue measurable}, and u1 F is just the Lebesgue measure of E for
each F € dom 1. In fact the image measures of Lebesgue measure on [0, 1] include a very large proportion of
the probability measures (that is, measures giving measure 1 to the whole space) of importance in ordinary
applications.

Of course Lebesgue measure is not only the dominant guiding example for general measure theory, but
is itself the individual measure of greatest importance for applications. For this reason it would be possible
— though in my view narrow-minded — to read chapters 12-13 of this volume, and a substantial proportion
of Volume 2, as if they applied only to Lebesgue measure on R. This is, indeed, the context in which most
of these results were first developed. I believe, however, that it is often the case in mathematics, that one’s
understanding of a particular construction is deepened and strengthened by an acquaintance with related
objects, and that one of the ways to an appreciation of the nature of Lebesgue measure is through a study
of its properties in the more abstract context of general measure theory.

For any proper investigation of the applications of Lebesgue measure theory we must wait for Volume 2.
But I include 114Yk as a hint of one of the ways in which this theory can be used.
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115 Lebesgue measure on R”

Following the very abstract ideas of §§111-113, there is an urgent need for non-trivial examples of measure
spaces. By far the most important examples are the Euclidean spaces R” with Lebesgue measure, and I
now proceed to a definition of these measures (115A-115E), with a few of their basic properties. Except
at one point (in the proof of the fundamental lemma 115B) this section does not rely essentially on §114;
but nevertheless most students encountering Lebesgue measure for the first time will find it easier to work
through the one-dimensional case carefully before embarking on the multi-dimensional case.

115A Definitions (a) For practically the whole of this section (the exception is the proof of Lemma
115B) r will denote a fixed integer greater than or equal to 1. I will use Roman letters a, b, ¢, d, z, y to
denote members of R", and Greek letters for their coordinates, so that a = (a1,... ,a,.), b = (61,...,06),

2= (€0 &)

(b) For the purposes of this section, a half-open interval in R” is a set of the form [a,b] = {2 : a; <
& < Bi Vi <r}, where a, b € R". Observe that I allow 3; < a; in this formula; if this happens for any 7,
then [a,b] = 0.

(¢) If I = [a,b] CR" is a half-open interval, then either I = ) or
=inf{& :x eI}, B, =sup{& :x €1}

for every ¢ < r; in the latter case, the expression of I as a half-open interval is unique. We may therefore
define the r-dimensional volume AI of a half-open interval I by setting

N =0, Ma,b[=T][i_, B —a; if a; < f3; for every i.

115B Lemma If 7 C R” is a half-open interval and (I;),cn is a sequence of half-open intervals covering
I, then A\ < ZFO Al

proof The proof is by induction on r. For this proof only, therefore, I write A, for the function defined on
the half-open intervals of R” by the formula of 115Ac.

(a) The argument for » = 1, starting the induction, is similar to the inductive step; but rather than
establish a suitable convention to set up a trivial case r = 0, or ask you to work out the details yourself, I
refer you to 114B, which is exactly the case r = 1.

(b) For the inductive step to r + 1, where r > 1, take a half-open interval I C R"! and (I;)jen a
sequence of half-open intervals covering I. If I = () then of course A\,41/ =0 < 27 _o M+115. Otherwise,

express I as [a,b], where o; < 3; for i < r + 1, and each I; as [a(j),b(j)[ Write ¢ = [[;_, 8; — i, so that
Ara1l = ((Br+1 — ar41). Fix € > 0. For each £ € R let He be the half-space {z : 41 < £}, and consider
the set

A={81arp1 €< Brpr, (€= argn) < (L+€) 3770 A (1 N He) b
(Note that I; N He = [a(j),i)u) [, where 3% = 8Y) for i < r and 57~j+1 = min(ﬁﬁjﬁl,f), so A(I; N Hy) is
always defined.) We have a,.41 € A, because

Claryr —app1) =0 < (1 +¢) Z oML N Ha, ),
and of course A C [ay41,Br+1], s0 v = sup A is defined, and belongs to [ay41, Bry1]-
(c) We find now that v € A.

| C('V - ar+1) = sup C(f - ar+1)

(1+e¢) supZ)\ iNHe) < (1+¢) Z)\
§€Aj 0 7=0
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(d) ? Suppose, if possible, that v < f,41. Then v € [ar41, Bri1[- Set
J={z:z eR", (z,y) eI} =[d,V],
where @’ = (ay,... ,a;), ¥ = (B1,..., ), and for each j € N set
Ji={x:zeR", (x,7) € I;}.

Because I C (J;cy1j; we must have J C ;o Jj. Of course both J and the J; are half-open intervals

in R". By the inductive hypothesis, { = \.J < Z;io Ardj. As ¢ > 0, there is an m € N such that
(< (1+¢) 275 ArJj. Now for each j < m, either J; =0 or aggl <7< ﬁﬁ?l; set

¢ =min({B 1y U{BY), : 5 <m, J; #0}) > .
Then
At (1 0 He) > Apa (I 0 H) + (€ = 1) ()

for every j < m, and

C(§ —ary1) =Cly — ary1) +C(E =)

<L+ Y Ayl NHy) + (L)€ =7 Y Aj

j=0 j=0

<146 Y A NH) + (146> Apa(I; N He)
j=m+1 Jj=0

<146 Ayl N H),
=0

and £ € A, which is impossible. X

(d) We conclude that v = 3,41, so that 5,41 € A and
Arirl = C(Br1 — orp1) < (1 4€) 7o A (LG N Hp,py) < (14 €) 20720 Ara ]
As € is arbitrary,
At <3700 A I,

as claimed.

Remark This proof is hard work, and not everybody makes such a mouthful of it. What is perhaps a more
conventional approach is sketched in 115Ya, using the Heine-Borel theorem to reduce the problem to one
of finite covers, and then (very often) saying that it is trivial. I do not use this method, partly because we
do not need the Heine-Borel theorem elsewhere in this volume (though we shall certainly need it in Volume
2, and I write out a proof in 2A2F), and partly because I do not agree that the lemma is trivial when we
have a finite sequence Iy, ... , I, covering I. I invite you to consider this for yourself. It seems to me that
any rigorous argument must involve an induction on the dimension, which is what I provide here. Of course
dealing throughout with an infinite sequence makes it a little harder to keep track of what we are doing, and
I note that in fact there is a crucial step which necessitates truncation of the sequence; I mean the formula

¢ =min({Br1} U{AY 2§ <m. Jj #0)
in part (d) of the proof. We certainly cannot take £ = inf{ﬁf_i)l :j €N, Jj # (0}, since this is very likely to
be equal to . Accordingly I need some excuse for truncating, which is in the sentence
As ¢ >0, there is an m € N such that ¢ < (1+¢) 37" A\ Jj.

And that step is the reason for introducing the slack e into the definition of the set A at the beginning of
the proof. Apart from this modification, the structure of the argument is supposed to reflect that of 114B;
so I hope you can use the simpler formulae of 114B as a guide here.
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115C Definition Now, and for the rest of this section, define 6 : P(R") — [0, co] by writing

oo
0A = inf{z A ¢ (I;) en is a sequence of half-open intervals
§=0
such that A C U I}
JjEN
Observe that every A can be covered by some sequence of half-open intervals — e.g., A C |J,cy [, n],
writing n = (n,n,... ,n) € R"; so that if we interpret the sums in [0, 00|, as in 112Bc above, we always have
a non-empty set to take the infimum of, and 0 A is always defined in [0, co].
This function 6 is called Lebesgue outer measure on R”; the phrase is justified by (a) of the next
proposition.

115D Proposition (a) 6 is an outer measure on R”.
(b) 81 = AI for every half-open interval I C R".

proof (a)(i) ¢ takes values in [0, c0] because every A is the infimum of a non-empty subset of [0, o0].

(ii) 00 = 0 because (for instance) if we set I; = () for every j, then every I, is a half-open interval (on
the convention I am using) and 0 C ¢y 1, Z;io A = 0.

(iii) If A C B then whenever B C (J,cy I; we have A C |J; .y 1j, so 0A is the infimum of a set at least
as large as that involved in the definition of B, and 0A < 6B.

(iv) Now suppose that (A, )nen is a sequence of subsets of R”, with union A. For any € > 0, we
can choose, for each n € N, a sequence (I,;)jen of half-open intervals such that A, C UjeN I,; and
Z;’;O M, < 0A, + 27" (You should perhaps check that this formulation is valid whether §A,, is finite
or infinite.) Now by 111F(b-ii) above, there is a bijection from N to N x N; express this in the form
m — (kpm, ). Then we find that

Zzzo )\Iknulm = Z;L.O:O E;‘;O )\I"U

(To see this, note that because every AI,; is greater than or equal to 0, and m — (k,,[,) is a bijection,
both sums are equal to

SUP K CNxN is finite 2 (n,j)e K Mnj-

Or look at the argument written out in 114D.) But now (I, ;.. ymen is a sequence of half-open intervals and

A = UWEN An g UHEN U]GN Inj = UmEN Ikm»lwﬁ

SO

GA S i )‘Ikm,,lm == i i AInj

m=0 n=0 j=0
< i(ﬁAn +27"%) = i A, + i 27" = i A, + 2.
n=0 n=0 n=0 n=0

Because € is arbitrary, A < Y > 0A, (again, you should check that this is valid whether or not Y~ 64,
is finite). As (A, )nen is arbitrary, 0 is an outer measure.

(b) Because we can always take Ip = I, I; = () for j > 1, to obtain a sequence of half-open intervals
covering I with Z;io Al = A, we surely have 01 < AI. For the reverse inequality, use 115B; if I C UjeN 1;,
then A\ < Z;io M;; as (I;)jen is arbitrary, 81 > Xl and 61 = X\, as required.

115E Definition Because Lebesgue outer measure (115C) is indeed an outer measure (115Da), we may
use it to construct a measure p, using Carathéodory’s method (113C). This measure is Lebesgue measure
on R". The sets E for which pF is defined (that is, for which (AN E) + 6(A\ E) = 0A for every A CR")
are called Lebesgue measurable.
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Sets which are negligible for u are called Lebesgue negligible; note that these are just the sets A for
which §A = 0, and are all Lebesgue measurable (113Xa).

115F Lemma Let ¢ <m, £ € R. Then H;e = {y : n; < £} is Lebesgue measurable.
proof Write H for Hi.

(a) The point is that A\I = A(I N H) + A(I \ H) for every half-open interval I C R". B If either ] C H
or I N H = (), this is trivial. Otherwise, I must be of the form [a, b[, where a;; < £ < 3;. Now I N H = [a, z]
and I\ H = [y, b], where &; = (3, for j #1i, & =&, n; = o for j # i, n; = &, so both are half-open intervals,
and

AINH) + AT\ H) = (£ =) [J(3 = ) + 3 = O [ (35 — @)
J#i J#i
=(Bi—a) [[Bi — ) =M. Q
J#i

(b) Now suppose that A is any subset of R”, and € > 0. Then we can find a sequence (1) e of half-open
intervals such that A C (J;cy1; and Z;io M; < A+ e Now (I; N H)jen, (I; \ H)jen are sequences of
half-open intervals and ANH C J,;cn(L; N H), A\ H C U, cn(L; \ H). So

o0

AL NH)+ Y MI;\ H)
j=0

s

<
Il
=)

BANH) +0(A\ H) <

)\Ij §9A+E

<
I
=)

Because € is arbitrary, (AN H) + 6(A\ H) < 6A; because A is arbitrary, H is measurable, as remarked in
113D.

115G Proposition All Borel subsets of R” are Lebesgue measurable; in particular, all open sets, and
all sets of the following classes, together with countable unions of them:
(i) open intervals Ja, b = {z: 2z € R", a; < & < 3; Vi < r}, where —c0 < a; < 3; < oo for
each 7 < r;
(ii) closed intervals [a,b] = {x : 2 € R", o; < & < 3; Vi < r}, where —o0 < a; < 3; < oo for
each i <.
We have moreover the following formula for the measures of such sets, writing p for Lebesgue measure:

M]a7 b[ = /J,[CL, b] = Higr /B’L — Oy

whenever a < b in R". Consequently every countable subset of R" is measurable and of zero measure.

proof (a) I show first that all open subsets of R” are measurable. I Let G C R" be open. Let K C Q" xQ"
be the set of pairs (¢, d) of r-tuples of rational numbers such that [¢, d[ C G. Now by the remarks in 111E-111F
— specifically, 111Eb, showing that Q is countable, 111F(b-iii), showing that the product of two countable
sets is countable, and 111F(b-i), showing that subsets of countable sets are countable — we see, inducing on
r, that Q" is countable, and that K is countable. Also, every [c, d[ is measurable, being

migr His, \ Hiy,,
in the language of 115F, if ¢ = (y1,... , %), d = (61,... ,0,). So, by 111Fa, G’ = U(T’S)eK [r, 5[ is measurable.
By the definition of K, G’ C G. On the other hand, if x € G, there is an € > 0 such that |x — el, 2 + €1[ C

G, writing 1 = (1,1,...,1) € R". Now for each i there are rational numbers v; € ¢ —€,&;] and 6; €
16i,& + €], so that (¢,d) € K and z € [¢,d] C G'. As z is arbitrary, G = G’ and G is measurable. Q

(b) Now the family ¥ of Lebesgue measurable sets is a o-algebra of subsets of R" including the family of
open sets, so must contain every Borel set, by the definition of Borel set (111G).
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(c) Of the types of interval considered, all the open intervals are actually open sets, so are surely Borel.
A closed interval [a,b] is expressible as the intersection (1, y]a —27"1,b+4 27"1] of a sequence of open
intervals, so is Borel.

(d) To compute the measures, we already know that i [a,b] = [[,<, i — a; if a < b. For the other types
of bounded interval, it is enough to note that if —co < «a; < 3; < oo for every i, then

[a+€1,b] Cla,b[ C[a,b] Cla,b+e€l]
whenever € > 0 in R. So
pla, bl < pla,b] <infesopfa,b+el[ =infeso [[;,.(Bi — a1 +€) = [, Bi — as.
If 8; = «; for any i, then we must have ) )
pla, bl = pla,b] =0=T],., B — .

If 8; > a for every %, then set ¢g = min;<, ; — a; > 0; then

pla,b] > pla, b > sup pla+ €l b

0<e<eg
= sup H(ﬁi —a;—€) = Hﬁi — .
0<e<eo i<r i<r

So in this case

Higr Bi — a; < pla,b] < pla,b] < Higr Bi —

and
M]aa b[ = /’(‘[a’v b] = Higr ﬁi — Oy

(e) By (d), p{a} = pla,a] = 0 for every a. If A C R" is countable, it is either empty or expressible as {a,, :
n € N}. In the former case pA = ) = 0; in the latter, A = (J, cy{an} is Borel and pA < 377  uf{a,} = 0.

115X Basic exercises If you skipped §114, you should now return to 114X and assure yourself that you
can do the exercises there as well as those below.

(a) Show that if I, J are half-open intervals in R", then I\ J is expressible as the union of at most 2r
disjoint half-open intervals. Hence show that (i) any finite union of half-open intervals is expressible as a
finite union of disjoint half-open intervals (ii) any countable union of half-open intervals is expressible as the
union of a disjoint sequence of half-open intervals.

>(b) Write 6 for Lebesgue outer measure, y for Lebesgue measure on R”. Show that 0A = inf{pE : E is
Lebesgue measurable, A C E} for every A C R". (Hint: consider sets £ of the form |J;.y [, where (I;);en
is a sequence of half-open intervals.)

(c) Let E C R" be a set of finite measure for Lebesgue measure p. Show that for every e > 0 there
is a disjoint family Iy, ..., I, of half-open intervals such that p(EA ., I;) < e. (Hint: let (J;)jen be a
sequence of half-open intervals such that £ C e J; and Z;io pt; < pkE+ %6. Now take a suitably large
m and express |J i< J; as a disjoint union of half-open intervals.)

m

>(d) Suppose that ¢ € R". Show that (A + ¢) = A for every A CR", where A+ c={x+c:x € A}.
Show that if E C R" is measurable so is E + ¢, and that in this case u(F + ¢) = uE.

(e) Suppose that v > 0. Show that 0(yA) = v"0A for every A C R”, where yA = {yx : x € A}. Show
that if £ C R" is measurable so is 7FE, and that in this case u(vyE) = y"uE

115Y Further exercises (a) (i) Show from the definitions in 115A that if a half-open interval I C R"
is covered by a finite sequence Iy, ... , I, of half-open intervals, then A\[ < Z;-":O Al;. (ii) Assuming the
Heine-Borel theorem in the form
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whenever [a, ] is a closed interval in R” which is covered by a sequence (]a\), b9)[);en of open
intervals, there is an m € N such that [a,b] C Ujgm]a(j)7 b() [7
prove 115B. (Hint: if [a,b] C |J;cy [a?), b [, replace [a, b by a smaller closed interval and each [a(?),b() [
by a larger open interval, changing the volumes by adequately small amounts.)

(b) Show that if A C R” and e > 0, there is an open set G 2 A such that 6G < §A + €, where 6 is
Lebesgue outer measure. (i) Show that if F C R" is Lebesgue measurable and € > 0, there is an open set
G 2 E such that u(G \ E) < ¢, where p is Lebesgue measure. (Hint: consider first the case of bounded E.)
(iii) Show that if £ C R” is Lebesgue measurable, there are Borel sets Hy, Hs such that H; C E C Hy and
w(Ho \ E) = u(E \ Hy) = 0. (Hint: use (ii) to find Ha, and then consider the complement of E.)

(c) Write 6 for Lebesgue outer measure on R”. Show that a set E C R" is Lebesgue measurable iff
O([-n,n] N E) + 6([—n,n] \ E) = (2n)" for every n € N, writing n = (n,... ,n). (Hint: use 115Yb to show
that for each n there are measurable sets F,,, H,, such that F,, C [-n,n]NE C H, and H, \ F, is negligible.)

(d) Assuming that there is a set A C R which is not a Borel set, show that there is a family £ of half-open
intervals in R? such that [ J € is not a Borel set. (Hint: consider £ = {[¢,1+&[ x [-€,1—¢[: € € A})

(e) Let X be a set and A a semiring of subsets of X, that is, a family of subsets of X such that
0e A,
ENFeAforall E, F € A,
whenever E, F' € A there are disjoint Ey,...,E, € Asuch that E\ F=EyU...UE,.
Let A : A — [0,00] be a functional such that
AD =0,
AE =32, AE; whenever E € A and (E;);en is a disjoint sequence in A with union E.
Show that there is a measure p on X extending A. (Hint: use the method of 113Yi.)

115 Notes and comments In the notes to §114 I ran over the methods so far available to us for the
construction of measure spaces. To the list there we can now add Lebesgue measure on R".

If you look back at §114, you will see that I have deliberately copied the exposition there. I hope
that this duplication will help you to see the essential elements of the method, which are three: a primitive
concept of volume (114A/115A); countable subadditivity (114B/115B); and measurability of building blocks
(114F /115F).

Concerning the ‘primitive concept of volume’ there is not much to be said. The ideas of length of an
interval, area of a rectangle and volume of a cuboid go back to the beginning of mathematics. I use ‘half-
open intervals’, as defined in 114Aa/115Ab, for purely technical reasons, because they fit together neatly;
if we started with ‘open’ or ‘closed’ intervals the method would still work. Omne thing is perhaps worth
mentioning: the blocks I use are all upright, with edges parallel to the coordinate axes. It is in fact a
non-trivial exercise to prove that a block in any other orientation has the right Lebesgue measure, and I
delay this until Chapter 26. For the moment we are looking for the shortest safe path to a precise definition,
and the fact that rotating a set doesn’t change its Lebesgue measure will have to wait.

The big step is ‘countable subadditivity’: the fact that if one block is covered by a sequence of other
blocks, its volume is less than or equal to the sum of theirs. This is surely necessary if blocks are to be
measurable with the right measures, by 112Cd. (What is remarkable is that it is so nearly sufficient.) Here
we have some work to do, and in the r-dimensional case there is a substantial hill to climb. You can do the
climb in two stages if you look up the Heine-Borel theorem (115Ya); but as I try to explain in the remarks
following 115B, I do not think that this route avoids any of the real difficulties.

The third thing we must check is that blocks are measurable in the technical sense described by Carathéo-
dory’s theorem. This is because they are obtainable by the operations of intersection and union and comple-
mentation from half-spaces, and half-spaces are measurable for very straightforward reasons (114F/115F).
Now we are well away, and I do very little more, only checking that open sets, and therefore Borel sets, are
measurable, and that closed and open intervals have the right measures (114G/115G). Some more properties
of Lebesgue measure can be found in §134. But every volume, if not quite every chapter, of this treatise will
introduce further features of this extraordinary construction.
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Chapter 12
Integration

If you look along the appropriate shelf of your college’s library, you will see that the words ‘measure’ and
‘integration’ go together like Siamese twins. The linkage is both more complex and more intimate than any
simple explanation can describe. But if we say that one of the concepts on which integration is based is
that of ‘area under a curve’, then it is clear that any method of determining ‘areas’ ought to correspond to
a method of integrating functions; and this has from the beginning been an essential part of the Lebesgue
theory. For a literal description of the integral of a non-negative function in terms of the area of its ordinate
set, I think it best to wait until Chapter 25. In the present chapter I seek to give a concise description of the
standard integral of a real-valued function on a general measure space, with the half-dozen most important
theorems concerning this integral.

The construction bristles with technical difficulties at every step, and you find it easy to understand why
it was not done before 1901. What may be less clear is why it was ever done at all. So perhaps you should
immediately read the statements of 123A-123D below. It is the case (some of the details will appear, rather
late, in §437) that any theory of integration powerful enough to have theorems of this kind must essentially
encompass all the ideas of this chapter, and nearly all the ideas of the last.
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121 Measurable functions

In this section, I take a step back to develop ideas relating to o-algebras of sets, following §111; there will
be no mention of ‘measures’ here, except in the exercises. The aim is to establish the concept of ‘measurable
function’ (121C) and a variety of associated techniques. The best single example of a c-algebra to bear
in mind when reading this chapter is probably the algebra of Borel subsets of R (111G); the algebra of
Lebesgue measurable subsets of R (114E) is a good second.

Throughout the exposition here (starting with 121A) I seek to deal with functions which are not defined
on the whole of the space X under consideration. I believe that there are compelling reasons for facing up
to such functions at an early stage (see 121G); but undeniably they add to the technical difficulties, and it
would be fair to read through the chapter once with the mental reservation that all functions are taken to
be defined everywhere, before returning to deal with the general case.

121 A Lemma Let X be a set and X a g-algebra of subsets of X. Let D be any subset of X and write
Yp={END:EecX}.
Then Y p is a g-algebra of subsets of D.
proof (i) D =0ND € ¥p because §) € X.

(ii) If F € Xp, there is an E € ¥ such that F = END; now D\ F = (X \ E)N D € Xp because
X\Eex.

(iii) If (F,)nen is any sequence in Y p, then for each n € N we may choose an E, € X such that

Fo=E,ND;now J,cn Fn = (Upen En) N D € Xp because | J,, oy En € X.

Notation I will call ¥p the subspace c-algebra of subsets of D, and I will say that its members are
relatively measurable in D. X is also sometimes called the trace of ¥ on D.

Extract from by University of Essex, Colchester. This material is copyright. It is issued under the terms of the Design Sci-
ence License as published in http://dsl.org/copyleft/dsl.txt. This is a development version and the source files are not per-
manently archived, but current versions are normally accessible throughhttp://www.essex.ac.uk/maths/staff/fremdh/mt.htm.
For further information contact fremdh@essex.ac.uk.

(©) 1994 D. H. Fremlin
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121B Proposition Let X be a set, ¥ a o-algebra of subsets of X, and D a subset of X. Write ¥p

for the subspace o-algebra of subsets of D. Then for any function f : D — R the following assertions are
equiveridical, that is, if one of them is true so are all the others:

(1) {z: f(x) < a} € Tp for every a € R;

(ii) {z : f(z) < a} € Bp for every a € R;

(iii) {z : f(z) > a} € Tp for every a € R;

(iv) {x: f(x) > a} € Zp for every a € R.
proof (i)=(ii) Assume (i), and let @ € R. Then

{z: f(z) <a} =Npenlz: flz) <a+27"} €Xp

because {z : f(z) < a+ 27"} € ¥p for every n and Xp is closed under countable intersections (111Dd).
Because a is arbitrary, (ii) is true.

(ii)=(iii) Assume (ii), and let @ € R. Then
{o:f(e) >a} =D\ {o: f(x) < a} € p
because {z : f(z) < a} € ¥p and ¥p is closed under complementation. Because a is arbitrary, (iii) is true.
(iii)=-(iv) Assume (iii), and let a € R. Then
fo: f@) > a} = Nyude s f@) > a—2"} € B

because {z : f(z) > a— 27"} € Tp for every n and Xp is closed under countable intersections. Because a
is arbitrary, (iv) is true.

(iv)=(i) Assume (iv), and let @ € R. Then
{z:f(x) <a}=D\{z: f(z) >a} €eXp

because {z : f(x) > a} € ¥p and Xp is closed under complementation. Because a is arbitrary, (i) is true.

121C Definition Let X be a set, 3 a o-algebra of subsets of X, and D a subset of X. A function
f: D — R is called measurable (or ¥-measurable) if it satisfies any, or equivalently all, of the conditions
(i)-(iv) of 121B.

If X isRor R", and ¥ is its Borel o-algebra (111G), a X-measurable function is called Borel measurable.
If X is R or R", and ¥ is the o-algebra of Lebesgue measurable sets (114E, 115E), a ¥-measurable function
is called Lebesgue measurable.

Remark Naturally the principal case here is when D = X. However, partially-defined functions are so
common, and so important, in analysis (consider, for instance, the real function Insin) that it seems worth
while, from the beginning, to establish techniques for handling them efficiently.

Many authors develop a theory of ‘extended real numbers’ at this point, working with [—c0,00] = R U
{—00, 0}, and defining measurability for functions taking values in this set. I outline such a theory in §135
below.

121D Proposition Let X be R" for some r > 1, D a subset of X, and g : D — R a function.
(a) If g is Borel measurable it is Lebesgue measurable.

(b) If g is continuous it is Borel measurable.

(c¢) If r =1 and g is monotonic it is Borel measurable.

proof (a) This is immediate from the definitions in 121C, if we recall that the Borel o-algebra is included
in the Lebesgue o-algebra (114G, 115G).

(b) Take a € R. Set
G={G:GCR"isopen, g(x) <aVzxeGnD},
Go=UGg={z:3 Geg, zeG}.
Then G is a union of open sets, therefore open (1A2Bd). Next,
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{z:9(x) <a}=GoND.

P (i) If g(x) < a, then (because g is continuous) there is a § > 0 such that |g(y) — g(z)| < a — g(z) whenever
ye€Dand ||ly—z| <d. But {y: |ly — x| < d} is open (1A2D), so belongs to G and is included in Gy, and
x € GoND. (ii) If z € Gy N D, then there is a G € G such that z € G; now g(y) < a for every y € GN D,
so, in particular, g(z) < a. Q

Finally, G, being open, is a Borel set. As a is arbitrary, ¢ is Borel measurable.

(c) Suppose first that ¢ is non-decreasing. Let a € R and write E = {z : g(z) <a}. HE=Dor E =0
then of course it is the intersection of D with a Borel set. Otherwise, F is non-empty and bounded above
in R, so has a supremum ¢ € R. Now E must be either D N ]—o0,¢[ or D N]—o0, ¢], according to whether
¢ € E or not, and in either case is the intersection of D with a Borel set (see 114G).

Similarly, if g is non-increasing, {z : g(z) > a} will again be the intersection of D with either {) or R or
]—00, ] or ]—o0, ¢[ for some c. So in this case 121B(iii) will be satisfied.

Remark I see that in part (b) of the above proof I use some basic facts about open sets in R”. These are
covered in detail in §1A2. If they are new to you it would probably be sensible to rehearse the arguments
with 7 = 1, so that D C R, before embracing the general case.

121E Theorem Let X be a set and ¥ a o-algebra of subsets of X. Let f and g be real-valued functions
defined on domains dom f, domg C X.

(a) If f is constant it is measurable.

(b) If f and g are measurable, so is f + g, where (f + g)(z) = f(z) + g(x) for € dom f N dom g.
(c) If f is measurable and ¢ € R, then c¢f is measurable, where (¢f)(z) = ¢ f(z) for € dom f.
(d) If f and g are measurable, so is f X g, where (f X g)(x) )
(e) If f and g are measurable, so is f/g, where (f/g)(z) )
g(x) #0.

(f) If f is measurable and E C R is a Borel set, then there is an F' € ¥ such that f~![E] = {z : f(z) € E}
is equal to F'Ndom f.

(g) If f is measurable and h is a Borel measurable function from a subset domh of R to R, then hf is
measurable, where (hf)(x) = h(f(z)) for x € dom(hf) = {y:y € dom f, f(y) € domh}.

(h) If f is measurable and A is any set, then f[A is measurable, where dom(f[A) = AN dom f and
(f1A)(z) = f(z) for x € Andom f.

proof For any D C X write X for the subspace o-algebra of subsets of D.

x) x g(x) for € dom f Ndom g.

= f(
= f(z)/g(x) when z € dom f N domg and

(a) If f(z) = c for every z € dom f, then {x : f(z) < a} = dom f if ¢ < a, ) otherwise, and in either case
belongs to Yqom -

(b) Write D = dom(f + g) = dom fNdomg. If a € R then set K = {(q,¢') : ¢, ¢ € Q, g+ ¢’ < a}. Then
K is a subset of Q x Q, so is countable (111Fb, 1A1E). For ¢ € Q choose sets F, G, € X such that

{z: f(x)<q}=F,Nndom f, {x:g(x)<q}=G,Ndomyg.
For each (q,q’) € K, the set
By ={z: f(x)<q g(x) <d}=F,NGyND

belongs to Xp. Finally, if (f + ¢)(x) < a, then we can find ¢ € |f(z),a — g(x)], ¢ € Jg(x),a — g], so that
(¢,¢') € K and x € E,; while if (¢,¢') € K and z € Eyqy, then (f + ¢)(z) < ¢+ ¢’ < a. Thus

{z: (f+9)(x) <a} =Uypq)ex Bar € Ep
by 111Fa. As a is arbitrary, f + g is measurable.
(c) Write D = dom f. Let a € R. If ¢ > 0, then

{z:cf(z) <a}l={x: f(z) < %} €¥p.
If ¢ < 0, then

{z:cf(z) <a}={z: f(z) > %} €X¥p.
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While if ¢ = 0, then {z : ¢f(z) < a} is either D or ), as in (a) above, so belongs to Xp. As a is arbitrary,
cf is measurable.

(d) Write D = dom(f x g) = dom f Ndomg. Let a € R. Let K be

{(91,92,43,94) 1 1, ,qa € Q, uv < a whenever u € |q1,¢2[, v € ]g3, qa[}-
Then K is countable. For ¢ € Q choose sets F, Fy, G, G;, € X such that

{z: f(z) <q}=F,Nndom f, {z:f(x)>q}=F,Ndomf,

{x:g(l‘)<q}:Gqﬂdomg, {$19($)>q}:G;ﬁd0mg.
For (q1,q2,q3,q4) € K set

EQI‘I2Q3Q4 = {x : f(l‘) € ]QI7612[7 g(.’I}) € ](I3aQ4[}
=DNF, NF,NG, NGy, € Xp;

then E = U(q17q2,q3,q4)€K Eq1Q2qstI4 € ZD
Now E={z: (f xg)(z) <a}. P (i) If (f X g)(x) < a, set u= f(x), v=g(z). Set
a—uv

=min(l, ——
K O ol

) > 0.

Take q1,...,q4 € Q such that
u—n<qa<u<g@lutn v-nsg<v<g vt
If v €)q,q2[, v € ]gs,qa], then |u' —u| <n and [v/ —v| <7, so

U — v = (v —u) (v =) + (u = w4+ u(v — o)
<n? 4+l + Juln < n(1+ |u| + [v]) < a — v,

and u'v’ < a. Accordingly (¢1,¢2,¢3,q4) € K. Also © € Ey, g,q5q4, 50 © € E. Thus {z : (f X g)(z) < a} C E.
(ii) On the other hand, if « € E, there are q1,. .. ,q4 such that (g1, 42, ¢3,q1) € K and © € Ey, 4,454, S0 that
f(z) € 1q1,¢2] and g(x) € lgs, qa[ and f(z)g(z) <a. So E C{z: (f xg)(z) <a}. Q

Thus {z : (f X g)(z) < a} € Ep. As a is arbitrary, f x g is measurable.

(e) In view of (d), it will be enough to show that 1/g is measurable. Now if a > 0, {z : 1/g(z) < a} =
{z:g(x) >1/a} U{x: g(x) <0};if a <0, then {z: 1/g(x) < a} ={z:1/a < g(x) < 0}; and if a = 0, then
{x:1/g(z) <a} ={x:g(z) <0}. And all of these belong to Xgqom1/4-

(f) Write D = dom f and consider the set
T={E:ECR, f[E]€Zp}.

Then T is a o-algebra of subsets of R. P (i) f7}[0)] =0 € Xp,so @ € T. (ii) If £ € T, then fI[R\ E] =
D\ f7'E] € ZpsoR\E € T. (iii) If (E,,) nen is a sequence in T, then f~ 1, ey En] = Upen S ER] € Tp
because Y.p is a o-algebra, so UneN E,eT. Q

Next, T contains all sets of the form H, = ]—o00,a[ for a € R, by the definition of measurability of f.
The result follows by arguments already used in 114G above. First, all open subsets of R belong to T. PP
Let G C R be open. Let K C Q x Q be the set of pairs (g, ¢’) of rational numbers such that [¢,¢'[ C G. K
is countable. Also, every [g, ¢'[ belongs to T, being Hy \ Hy. So G' = U(Mr)eK lq,¢'[ € T.

By the definition of K, G’ C G. On the other hand, if z € G, there is a ¢ > 0 such that Jx — §, 2 + §[ C G.
Now there are rational numbers ¢ € |z — 0, z] and ¢’ € |z, z + ], so that (¢,¢') € K and x € [¢,¢'[ C G'. As
x is arbitrary, G =G and G € T. Q

Finally, T is a o-algebra of subsets of R including the family of open sets, so must contain every Borel
set, by the definition of Borel set (111G).

(g) If @ € R, then {y : h(y) < a} is of the form E Ndom h, where E is a Borel subset of R. Next, f~1[E]
is for the form F Ndom f, where F' € X, by (f) above. So

{z: (hf)(z) <a} = FNdomhf € Xgomny-
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As a is arbitrary, hf is measurable.
(h) The point is that Xandom f ={ENA: E € Zgom r}. Soif a € R,
{z: (f1A)(z) <a} =An{z: f(z) < a} € Bgom(s14)-

Remarks Of course part (c) of this theorem is just a matter of putting (a) and (d) together, while (e) is a
consequence of (d), (g) and the fact that continuous functions are Borel measurable (121Db).

I hope you will recognise the technique in the proof of part (d) as a version of arguments which may be
used to prove that the limit of a product is the product of the limits, or that the product of continuous
functions is continuous. In fact (b) and (d) here, as well as the theorems on sums and products of limits, are
consequences of the fact that addition and multiplication are continuous functions. In 121K I give a general
result which may be used to exploit such facts.

Really, part (f) here is the essence of the concept of ‘measurable’ real-valued function. The point of
the definition in 121B-121C is that the Borel o-algebra of R can be generated by any of the families
{]—00,a[ : a € R}, {]—00,a] : a € R},.... There are many routes covering this territory in rather fewer
words than I have used, at the cost of slightly greater abstraction.

121F Theorem Let X be a set and ¥ a o-algebra of subsets of X. Let (f,)nen be a sequence of
Y-measurable real-valued functions with domains included in X.
(a) Define a function lim, . f, by writing

for all those x € UnEN ﬂmz” dom f,,, for which the limit exists in R. Then lim,,_., f, is ¥-measurable.
(b) Define a function sup,,cy f» by writing

(supen fn) () = sup,en fn(2)

for all those x € ), dom f,, for which the supremum exists in R. Then sup,,cy fn is X-measurable.
(c) Define a function inf, ¢y f,, by writing

(inanN fn)(x) = inanN fn(m)

for all those x € ﬂneN dom f,, for which the infimum exists in R. Then inf,¢cy f, is ¥-measurable.
(d) Define a function limsup,, . fn by writing

for all those x € U,,cn >, dom fy, for which the limsup exists in R. Then limsup,,cy f» is X-measurable.
(e) Define a function liminf, . f, by writing

(liminf,—oc f)(2) = liminf, o fo(2)
for all those x € UnGN N

proof For n € N, a € R choose H,(a) € ¥ such that {x : f,(z) < a} = H,(a) Ndom f,,. The proofs are
now a matter of observing the following facts:

(a) {z: (limy, oo fn)(2) < a} = dom(limy oo fn) N Npen Unen Nz Hm(a +275);
(b) {z : (sup,en fn)(x) < a} = dom(sup,,en fn) N pen Hnla);

(C) inanN fn = - SuanN(_fn);

m>n dom f,,, for which the liminf exists in R. Then liminf, cy f, is X-measurable.

(d) limsup,,_, o fr = lim, o0 SUP,,cry frntn;

(e) liminf, o fn, = —limsup,,_, . (—fn)-

121G Remarks It is at this point that we first encounter clearly the problem of functions which are
not defined everywhere. (The quotient f/g of 121Ee also need not be defined everywhere on the common
domain of f and g, but it is less important and more easily dealt with.) The whole point of the theory of
measure and integration, since Lebesgue, is that we can deal with limits of sequences of functions; and the
set on which lim,,_, f,(z) exists can be decidedly irregular, even for apparently well-behaved functions f,,.
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(If you have encountered the theory of Fourier series, then an appropriate example to think of is the sequence
of partial sums f,,(2) = $ao+>_j_, (ak cos kz + by, sin kz) of a Fourier series in which Y77, [ax| + [by| = oo,
so that the series is not uniformly absolutely summable, but may be conditionally summable at certain
points.)

I have tried to make it clear what domains I mean to attach to the functions sup,cy frn, lim,—co fn,
etc. The guiding principle is that they should be the set of all x € X for which the defining formulae
sup, ey fn(z), lim, .o fn(x) can be interpreted as real numbers. (As I noted in 121C, I am for the time
being avoiding ‘oo’ as a value of a function, though it gives little difficulty, and some formulae are more
naturally interpreted by allowing it.) But in the case of lim, lim sup, liminf it should be noted that I am
using the restrictive definition, that lim,, .., a,, can be regarded as existing only when there is some n € N
such that a,, is defined for every m > n. There are occasions when it would be more natural to admit the
limit when we know only that a,, is defined for infinitely many m; but such a convention could make 121Fa
false, unless care was taken.

As in 111E-111F, we can use the ideas of parts (b), (c) here to discuss functions of the form sup,cx fx,
infreg fr for any family (fi)rex of measurable functions indexed by a non-empty countable set K.

In this theorem and the last, the functions f, g, f, have been permitted to have arbitrary domains, and
consequently there is nothing that can be said about the domains of the constructed functions. However, it
is of course the case that if the original functions have measurable domains, so do the functions constructed
from them by the rules I propose. I spell out the details in the next proposition.

121H Proposition Let X be a set and X a o-algebra of subsets of X; let f, g and f,, for n € N, be
Y-measurable real-valued functions whose domains belong to ¥. Then all the functions

f+9, fxg flg,

Sup,,eN fna inanN fna lim,, o0 fn7 lim sSup,, oo fna liminf, fn

have domains belonging to X. Moreover, if h is a Borel measurable real-valued function defined on a Borel
subset of R, then domhf € X.

proof For the first two, we have dom(f 4 ¢g) = dom(f x g) = dom f Ndom g. Next, if F is a Borel subset
of R, there is an H € ¥ such that f~[E] = H Ndom f; so f~1[E] € ¥. Thus

domhf = f~l[domh] € %.

Setting h(a) = 1/a for a € R\ {0}, we see that dom(1/f) € ¥. (domh =R\ {0} is a Borel set because it is
open.) Similarly, dom(1/g) and dom(f/g) = dom f Ndom(1/g) belong to X.

Now for the infinite combinations. Set H,(a) = {z : z € dom f,,, fn(z) < a} for n € N, a € R; as just
explained, every H,(a) belongs to . Now

dom(sup,,ey fn) = Upmen Nnen Hn(m) € .
Next, | fn— fn| is measurable, with domain in ¥, for all m, n € N (applying the results above to — f,, = —1-f,,,
fm = fo = fo+ (= fn) and | fon = ful = [ [0 (fm — fn)), s0
Gmnk = {x : € dom f,, Ndom f,,, |f(z) — fu(z)] <27F} e X
for all m, n, k € N. Accordingly
dom(lim, .o fn) = {x : I, (fim(2))m>n is Cauchy} = M, oy U,en ﬂmZn Gmnk € 2.
Manipulating the above results as in (c), (d) and (e) of the proof of 121F, we easily complete the proof.

Remark Note the use of Cauchy’s General Principle of Convergence in the proof above. I am not sure
whether this will strike you as ‘natural’, and there are alternative methods; but the formula

{z : lim,, o0 fn(z) exists in R} = {z : (fn(z))nen is Cauchy}
is one worth storing in your long-term memory.
*1211 T end this section with two results which can be safely passed by on first reading, but which you

will need at some point to master if you wish to go farther into measure theory than the present chapter,
as both are essential parts of the concept of ‘measurable function’.
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Proposition Let X be a set and ¥ a o-algebra of subsets of X. Let D be a subset of X and f: D — R a
function. Then f is measurable iff there is a measurable function h : X — R extending f.

proof (a) If h: X — R is measurable and f = h[D, then f is measurable by 121Eh.

(b)(i) Now suppose that f is measurable. For each ¢ € Q, the set D, = {x : © € D, f(z) < g} belongs
to the subspace o-algebra X p, that is, there is an £, € ¥ such that £, = D, N D. Set

F= X\quQEQa

G =MnenUsen.g<—n Eai

then both F and G belong to X, and are disjoint from D. B If 2 € D, there is a ¢ € Q such that f(x) < ¢,
so that z € E; and = ¢ F. Also there is an n € N such that f(z) > —n, so that z ¢ E, for ¢ < —n and
r¢G. Q

Set H=X\(FUG) € X. Forz € H,

{¢:9q€Q,z € Ey}
is non-empty and bounded below, so we may set
h(z) =inf{q:z € E.};
for x € F UG, set h(x) = 0. This defines h: X — R.
(ii) h(z) = f(z) for x € D. P As remarked above, x € H. If ¢ € Q and = € E,, then f(z) < ¢;

consequently h(z) > f(z). On the other hand, given € > 0, there is a ¢ € QN [f(z), f(z) + €], and now
x € Ey, s0 h(z) < g < f(z) + ¢ as € is arbitrary, h(z) < f(z). Q

(iii) A is measurable. I If @ > 0 then

{z:h(z)<a}=(HNU,.,Ey) UFUG) € %,

g<a
while if a <0

{z:h(z)<a}=HNU, ., E, €. Q

g<a
This completes the proof.

*121J The next proposition may illuminate 121E, as well as being indispensable for the work of Volume
2. I start with a useful description of the Borel sets of R”.

Lemma Let > 1 be an integer, and write J for the family of subsets of R” of the form {z : < a} where
1 <r,a€R, writing = (&,...,&.), as in §115. Then the o-algebra of subsets of R" generated by J is
precisely the algebra B of Borel subsets of R.

proof (a) All the sets in J are closed, so must belong to B; writing ¥ for the o-algebra generated by 7,
we must have ¥ C B.

(b) The next step is to observe that all half-open intervals of the form
la,b] ={x:0; <& < B Vi<r}
belong to X; this is because
Ja,b] =N, ({z 1 & < Bit \{z : & < au}).

It follows that all open sets belong to ¥. P (Compare the proof of 121Df.) Let G C R" be an open set.
Let 7 be the set of all intervals of the form g, ¢'] which are included in G, where ¢, ¢ € Q". Then 7 is a
countable subset of 3, so (because X is a o-algebra) | JZ € X. By the definition of Z, | JZ C G. But also, if
x € G, there is a 6 > 0 such that the open ball U(x,d) with centre x and radius ¢ is included in G (1A2A).
Now, for each ¢ < r, we can find rational numbers «;, 3; such that

0 0
§i—-Sai<&GsBi<&H+,

so that
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x €la,b] CU(z,0) CG
and z € |a,b] € Z. Thus z € |JZ. As z is arbitrary, G C|JZ and G=JZ € =. Q

(c) Thus ¥ is a o-algebra of sets containing every open set, and must include B, the smallest such
o-algebra.

Remark Compare the proof of 115G.

*121K Proposition Let X be a set and ¥ a o-algebra of subsets of X. Let r > 1 be an integer,
and fi,...,f. measurable functions defined on subsets of X. Set D = ﬂigr dom f; and for x € D set

f(x)=(fi(z),..., fr(z)) € R". Then

(a) for any Borel set E C R", f~![E] belongs to the subspace o-algebra ¥ p;

(b) if h is a Borel measurable function from a subset domh of R” to R, then the composition Af is
measurable.

proof (a)(i) Consider the set
T={E:ECR", f"E]eZp)
Then T is a o-algebra of subsets of R". P (Compare 121Ef.) () f71[0)] =0 € Sp, so 0 € T. (B) If
E € T, then f7YR"\E] = D\ f7'[E] € ¥pso R\ E € T. (y) If (E,)nen is a sequence in T, then
FHUpen Bnl = Upen fHER] € Ep because Ep is a o-algebra, so J,cy En € T. Q
(ii) Next, for any i <7, « € R, J = {z : & < a} belongs to T, because
[ ={z:2 €D, fi(z) <a} € Ep.
So T includes the family 7 of 121J and therefore includes the o-algebra B generated by 7, that is, contains

every Borel subset of R”.

(b) Now the rest follows by the argument of 121Eg. If ¢ € R, then {y : y € domh, h(y) < a} is of the
form E Ndom h, where E is a Borel subset of R”, so {z : z € dom(hf), (hf)(z) < a} = f~*[E] N dom(hf)
belongs to Yqom nt-

121X Basic exercises >(a) Let X be a set and ¥ a o-algebra of subsets of X. If f and g are measurable
real-valued functions defined on subsets of X, show that f*, f=, f A g and f V g are measurable, where

f1(z) = max(f(z),0) for z € dom f,
f~(x) = max(—f(x),0) for z € dom f,
(f Vg)(x) =max(f(x),g(x)) for x € dom f N dom g,

(f A g)(x) = min(f(x), g(z)) for x € dom f Ndom g.

>(b) Let (X, %, 1) be a measure space. Write L° for the set of real-valued functions f such that ()
dom f is a conegligible subset of X () there is a conegligible set E C X such that f|F is measurable. (i)
Show that the set E of clause () in the last sentence may be taken to belong to ¥ and be included in
dom f. (ii) Show that if f, g € L% and ¢ € R, then f + g, cf, f x g, |fl, fT, f=, f A g, fV g all belong to
L0 (iii) Show that if f, g € L% and g # 0 a.e. then f/g € LO. (iv) Show that if (f,)nen is a sequence in L°
then the functions

lim, oo frn, SUP,enfn, infpenfn, limsup,cyfn, liminf, . fr

belong to L0 whenever they are defined almost everywhere as real-valued functions. (v) Show that if f € L9
and h : R — R is Borel measurable then hf € L°.

(c) Let X be a set, ¥ a o-algebra of subsets of X, and D C X. Let (D,)nen be a partition of D into
relatively measurable sets and (f,,)nen a sequence of measurable real-valued functions such that D,, C dom f,
for each n. Define f : D — R by setting f(z) = f,(z) whenever n € N, x € D,,. Show that f is measurable.
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>(d) Counsider the following four families of subsets of R:
Ap ={]-00,a[:a €R}, Ay ={]-00,ad]:a € R},

Az ={la,00[:a € R}, Ay ={[a,00[:acR}.
Show that for each j the o-algebra of subsets of R generated by .A; is the algebra of Borel sets.

(e) Let D be any subset of R”, where r > 1. Write ¥p for the set {GN D : G CR" is open}. (i) Show
that Tp satisfies the properties of open sets described in 1A2B. (ii) Let B be the algebra of Borel sets in
R", and B(D) the subspace o-algebra on D. Show that B(D) is just the o-algebra of subsets of D generated
by Tp. (Hint: («) observe that Tp C B(D) () consider {E : E C R", EN D belongs to the o-algebra
generated by Tp}.)

121Y Further exercises (a) Let X and Y be sets, ¥ a o-algebra of subsets of X and ¢ : X — Y a
function. Set T = {F : F CY, ¢~ [F] € £}; then T is a o-algebra of subsets of Y (see 111Xc). Show that
a real-valued function g defined on a subset of Y is T-measurable iff g¢ is ¥-measurable.

(b) Let X and Y be sets and X, T o-algebras of subsets of X, Y respectively. I say that a function
¢: X — Y is (3, T)-measurable if ¢~'[F] € X for every F € T. (i) Show that if 3, T, T are o-algebras of
subsets of X, Y, Z respectively, and ¢ : X — Y is (¥, T)-measurable, ¢ : Y — Z is (T, T)-measurable, then
Yo : X — Zis (X, YT)-measurable. (ii) For r > 1, write B, for the o-algebra of Borel subsets of R”. Show
that if X is any set and X is a o-algebra of subsets of X, then a function f: X — R" is (X, B, )-measurable
iff mf : X — R is (X, By)-measurable for every ¢ < r, writing m;(z) = ¢; fori <r, z = (&,...,&) € R".
(iii) Rewrite these ideas for partially-defined functions.

(c) Let X be a set and 6 an outer measure on X; let p be the measure defined from 6 by Carathéodory’s
method, and ¥ its domain. Suppose that f: X — R is a function such that
0{z:ze€ A, f(x)<a}+0{x:2€ A, f(x) >b} <HA

whenever A C X and a < b in R. Show that f is X-measurable. (Hint: suppose that ¢« € R and A < oco.
Set

1 1

Bk_{x.zeA,a+m§f(z)Sa+m}’
/ 1 !
. RS <a+-——

By, {x.xGA,CL+2k+37f(x)—a+2k+2

for k € N. Show that ZZOZO 0B, < 0A, and check a similar result for B,;. Hence show that

Oz :xze€ A, f(x)>a} =limp_ o 0{z:z €A, f(z)> a—l—%}.)

(d) Let X and Y be sets, T a o-algebra of subsets of Y and ¢ : X — Y a function. Set ¥ = {¢~![F] :
F € T}, as in 111Xd. Show that a function f : X — R is ¥-measurable iff there is a T-measurable function
g:Y — R such that f = g¢.

(e) Let (X,X, ) be a measure space and define L° as in 121Xb. Show that if fi,..., f. belong to L°
and h : R” — R is Borel measurable then h(fi, ..., f,) belongs to LO.

(f) Let X be a set and ¥ a o-algebra of subsets of X. For r > 1, D C X say that a function ¢ : D — R”
is measurable if ¢~1[G] is relatively measurable in D for every open set G C R". If X = R® and ¥ is
the algebra B, of Borel subsets of R®, say that ¢ is Borel measurable. (i) Show that ¢ is measurable
in this sense iff all its coordinate functions ¢; : D — R are measurable in the sense of 121C, taking
d(x) = (¢i(x),...) for x € D. (In particular, this definition agrees with 121C when r = 1.) (ii) Show that
¢ : D — R” is measurable iff it is (¥, B,)-measurable in the sense of 121Yb. (iii) Show that if ¢ : D — R”
is measurable and 1 : E — R* is Borel measurable, where £ C R", then ¢ : $~1[E] — R* is measurable.
(iv) Show that any continuous function from a subset of R® to R" is measurable.
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121 Notes and comments I find myself offering no fewer than three definitions of ‘measurable function’,
in 121C, 121Yb and 121Yf. It is in fact the last which is probably the most important and the best guide
to further ideas. Nevertheless, the overwhelming majority of applications refer to real-valued functions, and
the four equivalent conditions of 121B are the most natural and most convenient to use. The fact that they
all coincide with the condition of 121Yf corresponds to the fact that they are all of the form

fYE] € £p for every E € A

where A is a family of subsets of R generating the Borel o-algebra (121Xd).

The class of measurable functions may well be the widest you have yet seen, not counting the family of all
real-valued functions; all easily describable functions between subsets of R are measurable. Not only is the
space of measurable functions closed under addition and multiplication and composition with continuous
functions (121E), but any natural operation acting on a sequence of measurable functions will produce a
measurable function (121F, 121Xa, 121Xc). It is not however the case that the composition of two Lebesgue
measurable functions from R to itself is always Lebesgue measurable; I offer a counter-example in 134Ib.
The point here is that a function is called ‘measurable’ if it is (X, B)-measurable, in the language of 121Yb,
where B is the algebra of Borel sets. Such a function can well fail to be (¥, ¥)-measurable, if ¥ properly
includes B, so the natural argument for compositions (121Yb(i)) fails. Nevertheless, for reasons which I will
hint at in §134, non-Lebesgue-measurable functions are hard to come by, and only in the most rarefied kinds
of real analysis do they appear in any natural way. You may therefore approach the question of whether
a particular function is Lebesgue measurable with reasonable confidence that it is, and that the proof is
merely a challenge to your technique.

You will observe that the results of 121E are mostly covered by 1211-121K, which also include large parts
of 114G and 115G; and that 121Kb is covered by 121Yf{(iii). You can count yourself as having mastered
this part of the subject when you find my exposition tediously repetitive. Of course, in order to deduce
121Ed from 121K, for instance, you have to know that multiplication, regarded as a function from R2 to R,
is continuous, therefore Borel measurable; the proof of this is embedded in the proof I give of 121Ed (look
at the formula for 7 half way through).
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122 Definition of the integral

I set out the definition of ordinary integration for real-valued functions defined on an arbitrary measure
space, with its most basic properties.

122A Definitions Let (X,X, 1) be a measure space.

(a) For any set A C X, I write xA for the characteristic function of A, the function from X to {0,1}
given by setting xyA(z) =1lifz € A, 0if x € X\ A. (Of course this notation depends on it being understood
which is the ‘universal’ set X under consideration; perhaps I should call it the ‘characteristic function of
A as a subset of X’.) Observe that yA is Y-measurable, in the sense of 121A above, iff A € ¥ (because
A={z:xA(z) > 0}).

(b) Now a simple function on X is a function of the form Y7 ; a;xE;, where Ey, ... , E, are measurable
sets of finite measure and ay, ... , a, belong to R. Warning! Some authors allow arbitrary sets E;, so that
a simple function on X is any function taking only finitely many values.

122B Lemma Let (X, X, 1) be a measure space.

(a) Every simple function on X is measurable.

(b) If f, g : X — R are simple functions, so is f + g.

(¢) If f: X — R is a simple function and ¢ € R, then ¢f : X — R is a simple function.
(d) The constant zero function is simple.

proof (a) comes from the facts that y E is measurable for measurable E, and that sums and scalar multiples
of measurable functions are measurable (121Eb-121Ec). (b)-(d) are trivial.
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122C Lemma Let (X, 3, 1) be a measure space.

(a) If Ey, ..., E, are measurable sets of finite measure, there are disjoint measurable sets Gy, ... , G, of
finite measure such that each F; is expressible as a union of some of the G;.

(b) If f: X — R is a simple function, it is expressible in the form Z;'n:o bjxG; where Go,...,Gy, are
disjoint measurable sets of finite measure.

(c)If Ey, ... , E, are measurable sets of finite measure, and ay, . .. ,a, € R are such that > a;,xE;(z) >
0 for every z € X, then Y. ja;uE; > 0.

proof (a) Set m = 2"*! — 2, and enumerate the non-empty subsets of {0,... ,n} as Iy, ... ,I,. For each
7 < m, set

Gj = mielj Ei\ Uign,iglj Ei.

Then every G is a measurable set, being obtained from finitely many measurable sets by the operations
U, N and \, and is of finite measure, because I; # () and G; C E; if i € I;. Moreover, the G; are disjoint,
for if i € I; \ I then G; C E; and Gy N E; = (. Finally, if i < n and © € Ej, there is a j < m such that
I; ={i:i<n,z € E;}, and in this case x € G; C Ej; thus E}, is the union of those G; which it includes.

(b) Express f as >, a;xE; where Ey, ..., E, are measurable sets of finite measure and ay, ... ,a, are
real numbers. Let Gy, ... ,G,, be disjoint measurable sets of finite measure such that every F; is expressible
as a union of appropriate G;. Set ¢;; = 1if G; C Ej;, 0 otherwise, so that, because the G; are disjoint,
xEi = 377" cijxGj for each i. Then

f=20aixE; = 3210 37ko aiciixGi = 32710 biX G,
setting b; = Y"1 a;¢;; for each j < m.
(c) Set f =" ,a;xE;, and take G;, ¢;j, b; as in (b). Then b;uG; > 0 for every j. P If G; = 0, this is
trivial. Otherwise, let x € G;; then
0 < f@) = 2iLo bixGi(x) = bjxGj(x) = by,
so again b;juG; > 0. Q Next, because the G; are disjoint,
pE; =30 cijnG;
for each i, so
Do aitE; =31 Z}nzo aiciipGj = Z;n:o bjuG; = 0,

as required.

122D Corollary Let (X, 3, 1) be a measure space, and f : X — R a simple function. If
Do aixBi =35 bixFj,
where all the E; and F; are measurable sets of finite measure and the a;, b; are real numbers, then

St @By = 320 bk

proof Apply 122Cc to 331" aix Ei+3_7_o(—bj)x Fj to see that 331" ;B — 77 bjpuFy > 0; now reverse
the roles of the two sums to get the opposite inequality.

122E Definition Let (X, X, ) be a measure space. Then we may define the integral [ f of f, for
simple functions f : X — R, by saying that [ f =" a;,uE; whenever f =" a;xE; and every E; is a
measurable set of finite measure; 122D promises us that it won’t matter which representation of f we pick
on for the calculation.

122F Proposition Let (X, X, 1) be a measure space.

(a) If f, g : X — R are simple functions, then f + g is a simple function and [ f+g=[f+ [g.
(b) If f is a simple function and ¢ € R, then ¢f is a simple function and [c¢f =c [ f.

(c) If f, g are simple functions and f(z) < g(x) for every x € X, then [ f < [g.
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proof (a)and (b) are immediate from the formula given for [ f in 122E. As for (c), observe that g — f is
a non-negative simple function, so that [ g — f > 0, by 122Cc; but this means that [ g — [ f > 0.

122G Lemma Let (X,X, 1) be a measure space. If (f,)nen is a sequence of simple functions which
is non-decreasing (in the sense that f,(z) < fh41(z) for every n € N, z € X) and f is a simple function
such that f(z) < sup,cy fn(2z) for almost every x € X (allowing sup,,cy fn(2) = oo in this formula), then

Jf <suppen [ fa

proof Note that f — fy is a simple function, so H = {z : (f — fo)(x) # 0} is a finite union of sets of finite
measure, and uH < oo; also f — fo is bounded, so there is an M > 0 such that (f — fo)(z) < M for every
reX.

Let € > 0. For each n € N, set H,, = {z : (f — fn)(z) > €}. Then each H,, is measurable (by 121E), and
(Hp)nen is a non-increasing sequence of sets with intersection

Mnen Hn ={z: f(z) Z e+ sup,en fu(2)} S {2 : f(2) > sup,ey fn(2)}
Because f(r) < sup,,cy fn(7) for almost every x, {z : f() > sup,cy fnu(2)} and (), oy Hn are negligible.
Also pHy < o0, because Hy C H. Consequently
(112Cf). Let n be so large that uH, < e.
Consider the simple function g = f,, + exH + MxH,,. Then f < g, so
ffﬁfg=ffn+6pH+M,anSffn-i-e(M-i—uH).
As € is arbitrary, [ f <sup,cy [ fn-

122H Definition Let (X,X, 1) be a measure space. For the rest of this chapter, I will write U for the
set of functions f such that
(i) the domain of f is a conegligible subset of X and f(x) € [0, 00| for each x € dom f,
(ii) there is a non-decreasing sequence (f,,),en of non-negative simple functions such that lim,, .o fn(z) =
f(z) for almost every z € X and sup,,cy [ fn < 00.

1221 Lemma If f and {f,)nen are as in 122H, then
SUP, e f fn= sup{fg : g is a simple function and g < f a.e.}.
proof Of course

SUpP,, ey f fn < sup{fg : ¢ is a simple function and g < f a.e.}

because f, < f a.e. for each n. On the other hand, if ¢ is a simple function and g < f a.e., then
g(x) < sup,cy fn(z) for almost every z, so [ g <sup,cy | fn by 122G. Thus

SUp,, e f fn> sup{fg : g is a simple function and g < f a.e.},

as required.

122J Lemma Let (X, X, 1) be a measure space, and define U as in 122H.
(a) If f is a function defined on a conegligible subset of X and taking values in [0, 00, then f € U, as
defined in 122H, iff there is a conegligible measurable set £ C dom f such that
() fIE is measurable
(0) for every e > 0, p{z:z € E, f(z) > €} < 0
(7) sup{ [ ¢ : g is a simple function, g < f a.e.} < co.
(b) Suppose that f € U and that h is a function defined on a conegligible subset of X and taking values
in [0,00[. Suppose that h < f a.e. and that there is a conegligible FF C X such that h|F is measurable.
Then h € U.

proof (a)(i) Suppose that f € U. Then there is an non-decreasing sequence (f,)nen of non-negative simple
functions such that f = lim,,_. f, a.e. and sup,cy [ fn = ¢ < co. The set {z : f(z) = limy oo fn(2)} is
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conegligible, so includes a measurable conegligible set E say. Now f|F = (lim,_ fn)[E is measurable,
by 121Fa and 121Eh; thus («) is satisfied. Next, given € > 0, set H, = {2 : € E, f,(z) > 1e}; then
fn > %ean, SO

senHy = [ SexHn < [ fu<c,
for each n. Now (H,)nen is non-decreasing, so
#(Unen Hn) = sup,en pHy < 2¢/e,
by 112Ce. Accordingly
plex e B, f(x) > e} < p(U, ey Hn) < 2¢/e < 00.
As e is arbitrary, () is satisfied. Finally, () is satisfied by 1221

(ii) Now suppose that the conditions («)-() are satisfied. Take an appropriate conegligible £ € X,
and for each n € N define f,, : X — R by setting

fo(@)=2""kifr e B,0<k<4™ 27"k < f(z) <27 "(k+1),
=0ifr € X \E,
=2"ifz € E and f(z) > 2".

Then f, is a non-negative simple function, being expressible as

fo= i 27w s € B, f(x) 2 27 k);
all the sets {x : x € E, f(x) > 27"k} being measurable (because f[FE is measurable) and of finite measure,
by (3). Also it is easy to see that (f,,)nen is an non-decreasing sequence which converges to f at every point
of E, so that f =lim, .. f, a.e. Finally,
lim,, o0 ffn = Sup,,cn ffn < sup{fg : g < f is simple} < oo,
by (v). So feU.

(b) Let E be a set as in (a). The sets F, F and {z : h(x) < f(x)} are all conegligible, so there is a
conegligible measurable set E’ included in their intersection. Now E’ C dom h, h|E’ is measurable,

wl{rx:x € B',h(z) > e} <p{z:xz€E, f(x) >e} <
for every € > 0, and
sup{fg : g is simple, g < h a.e.} < sup{fg : g is simple, g < f a.e.} < oo.
SoheU.

122K Definition Let (X, X, 1) be a measure space, and define U as in 122H. For f € U, set
f f= sup{fg : ¢ is a simple function and g < f a.e.}.

By 1221, we see that [ f =lim,,_.o [ f, whenever (f,)nen is a non-decreasing sequence of simple functions
converging to f almost everywhere; in particular, if f € U is itself a simple function, then [ f, as defined
here, agrees with the original definition of [ f in 122E, since we may take f,, = f for every n.

122L Lemma Let (X,X, ) be a measure space.

(a)If f,geUthen f+geUand [f+g=[f+ [y

(b)If feUandc>0thencf €U and [c¢f =c [ f.

(c)If f,ge U and f <gae then [ f< [g.

(d) If f € U and g is a function with domain a conegligible subset of X, taking values in [0, oo, and equal
to f almost everywhere, then g € U and [g= [ f.

(

a
e)If f1, g1, fo, 92 €U and f1 — fo=g1 — g2, then [ f1 — [ fo= [g1— [ 92
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proof (a) We know that there are non-decreasing sequences (fy,)nen, (gn)nen of non-negative simple func-
tions such that f = lim,, ., f, a.e., g = lim,, . g, a.e., supnefon < oo and supneNfgn < 0o. Now
(fn + gn)nen is a non-decreasing sequence of simple functions converging to f + g a.e., and

Supnefon+gn :hmn—woffn‘kgn :limn—>ooffn+hmn—>oo fgn = ff+fg'
Accordingly f + g € U, and also, as remarked in 122K,
ff+g:11mn~>ooffn+gn:ff+fg
(b) We know that there is a non-decreasing sequence (f,,)nen of non-negative simple functions such that

f =1lim, e fn a.e. and sup,,cy [ frn < 00. Now (cf,)nen is a non-decreasing sequence of simple functions
converging to cf a.e., and

SuanNfcfn = llmnaoo fon = chmnﬂooffn = Cff
Accordingly c¢f € U, and also, as remarked in 122K,
fo = hmn—»oofcfn = Cff

(c) This is obvious from 122K.

(d) If (fn)nen is a non-decreasing sequence of simple functions converging to f a.e., then it also converges

to g a.e.; so g € U and

(e) By (a), f1 + g2 and fa + g1 both belong to U. Also, they are equal at any point at which all four
functions are defined, which is almost everywhere. So

Jh+[o=[f+e=[lfita=[f+[a,
using (a) and (d) above. Shifting [ go and [ f2 across the equation, we have the result.

122M Definition Let (X, X, 1) be a measure space. Define U as in 122H. A real-valued function f is
integrable, or integrable over X, or u-integrable over X, if it is expressible as f; — fy with f1, fo € U,
and in this case its integral is
[r=[H-[rf.

122N Remarks (a) We see from 122Le that the integral [ f is uniquely defined by the formula in
122M. Secondly, if f € U, then f = f — 0 is integrable, and the integral here agrees with that defined in
122K. Finally, if f is a simple function, then it can be expressed as f; — fo where f1, f2 are simple functions
(if f =Y, aixE;, where each E; is measurable and of finite measure, set

fi=Y10afxEi, f2=Y1ya; xEi,
= max(—ay;, 0)); so that f = f; — fo and
[r=[h-[f="apE;,

and the definition of 122M is consistent with the definition of 122E.

writing a;” = max(a;,0), a;

(b) Alternative notations which I will use for [ f are [y f, [ fdu, [ f(x)u(dz), [ f(z)dz, [y f(z)p(dz),
etc., according to which aspects of the context seem due for emphasis.

When p is Lebesgue measure on R or R” we say that [ f is the Lebesgue integral of f, and that f is
Lebesgue integrable if this is defined.

(c) Note that when I say, in 122M, that ‘f can be expressed as f; — f2’, I mean to interpret f; — fo
according to the rules set out in 121E, so that dom f must be dom(f; — f2) = dom f; Ndom fo, and is surely
conegligible.
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1220 Theorem Let (X,X, 1) be a measure space.

(a) If f and g are integrable over X then f + g is integrable and [ f+g= [f+ [g.
(b) If f is integrable over X and c¢ € R then cf is integrable and [cf =c [ f.

(c) If f is integrable over X and f > 0 a.e. then [ f > 0.
(d) If f and g are integrable over X and f < g a.e. then [ f < [g.

proof (a) Express f as fi — fo and g as g1 — go where f1, f2, g1 and g2 belong to U, as defined in 122H.
Then f + g = (f1 +g1) — (f2 — g2) is integrable because U is closed under addition (122La), and

ff+9:ff1+91—ff2+92fo1+f91—ff2—f92:ff+fgo

(b) Express f as f; — fo where f1, f belong to U. If ¢ > 0 then ¢f = cf; — cfs is integrable because U
is closed under multiplication by non-negative scalars (122Lb), and

fo:fol—fozchfl—Cffzchf-

If c=—1 then —f = fo — f1 is integrable and

[h=[f-[H=-]F

Putting these together we get the result for ¢ < 0.
(c) Express f as fi — fo where f1, fo € U. Then fo < fy a.e., s0 [ fo < [ f1 (122Lc), and [ f > 0.
(d) Apply (c) to g — f.

122P Theorem Let (X, X, 1) be a measure space and f a real-valued function defined on a conegligible
subset of X. Then the following are equiveridical:
(i) f is integrable;
(ii) |f] € U, as defined in 122H, and there is a conegligible set E C X such that f[E is measurable;
(iii) there are a g € U and a conegligible set F C X such that |f| < g a.e. and f|E is measurable.

proof (i)=-(iii) Suppose that f is integrable. Let f1, fo € U be such that f = f; — fo. Then there are
conegligible sets F7, Fo such that fi[F; and fo[ F; are measurable; set £ = F; N Ey, so that F is also a
conegligible set. Now f[E = f1[E— fo] E is measurable. Next, fi+f2 € U (122La) and | f|(z) < fi(z)+ f2(z)
for every = € dom f, so we may take g = f1 + fa.

(iii)=-(ii) If f[F is measurable, so is |f||E = |f| F| (121Eg); so if g € U and |f| < g a.e., then |f| € U
by 122Jb.

(ii)=(i) Suppose that f satisfies the conditions of (ii). Set f* = 3(|f| + f), [~ =
course |f|[E, fTIE and f~|E are all measurable. Also 0 < fT(z) < |f|(z), 0 < f~(2) <
x € dom f, while |f| € U by hypothesis, so f* and f~ belong to U by 122Jb. Finally, f =
integrable.

3(f1 = £). Of
| fl(x) for every
fr=f",s0fis

122Q Remark The condition ‘there is a conegligible set F such that f[F is measurable’ recurs so often
that I think it worth having a phrase for it; I will call such functions virtually measurable, or y-virtually
measurable if it seems necessary to specify the measure.

122R Corollary Let (X, 3, 1) be a measure space.

(a) A non-negative real-valued function, defined on a subset of X, is integrable iff it belongs to U, as
defined in 122H.

(b) If f is integrable over X and h is a real-valued function, defined on a conegligible subset of X and
equal to f almost everywhere, then h is integrable, with [h = [ f.

(c) If f is integrable over X, f > 0 a.e. and [ f <0, then f =0 a.e.

(d) If f and g are integrable over X, f < g a.e. and [¢g < [ f, then f =g a.e.

(e) If f is integrable over X, so is | f|, and | [ f| < [|f]-

proof (a) If f is integrable then f = |f| € U, by 122P(ii). If f € U then f = f — 0 is integrable, by 122M.
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(b) Let E, F be conegligible sets such that f[F is measurable and h|F = f|F; then ENF is conegligible
and h[(ENF) = (f[E)[F is measurable. Next, there is a g € U such that |f| < g a.e., and of course |h| < g
a.e. So h is integrable by 122P(iii). By 1220d, applied to f and h and then to h and f, [h= [ f.

(c) ? Suppose, if possible, otherwise. Let E C X be a conegligible set such that f[F is measurable
(122P(ii)), and E' C ENdom f a conegligible measurable set. Then F = {x : € E’, f(z) > 0} must be
non-negligible. Set F}, = {z : x € E’, f(z) > 27F} for each k € N, so that F = |J, .y F and there is a k
such that xF), > 0. But consider g = 27 %Y F},. Because f > 0 a.e. and f > 27% on F},, f > g a.e., so that

0<2FuFp = [g< [,
by 1220d; which is impossible. X

(d) Apply (c) to g — f.

(e) By (i)=-(ii) of 122P, |f| is integrable. Now f* = 1(|f| + f) and f~ = 3(|f| — f) are both integrable
and non-negative, so have non-negative integrals, and

[ =1 = [+ =[Ifl

122X Basic exercises (a) Let (X,X, ) be a measure space. (i) Show that if f : X — R is simple so
is | f|, setting | f|(z) = |f(z)| for € dom f = X. (ii) Show that if f, g : X — R are simple functions so are
fVgand fAg, as defined in 121Xa.

>(b) Let (X, X, 1) be a measure space and f a real-valued function which is integrable over X. Show that
for every € > 0 there is a simple function g : X — R such that [ |f — g| < e. (Hint: consider non-negative
f first.)

(c) Let (X,X, 1) be a measure space, and write L' for the set of all real-valued functions which are
integrable over X. Let ® C L' be such that
(i) xE € ® whenever E € ¥ and uE < oo;
(ii) f+ge @ forall f, g € P
(iii) ¢f € ® whenever c € R, f € ®;
(iv) f € ® whenever f € L! is such that there is a non-decreasing sequence {f,,)nen in ® for
which lim,,_,~ fn = f almost everywhere.
Show that & = L1.

>(d) Let p be counting measure on N (112Bd). Show that a function f : N — R (that is, a sequence
(f(n))nen) is p-integrable iff it is absolutely summable, and in this case

[ fap= [ f(n)u(dn) =577 f(n).

>(e) Let (X, X, u) be a measure space and f, g two virtually measurable real-valued functions defined on
subsets of X. (i) Show that f + g, f x g, f/g, defined as in 121E, are all virtually measurable. (ii) Show
that if h is a Borel measurable real-valued function defined on any subset of R, then the composition Af is
virtually measurable.

>(f) Let (X, X, 1) be a measure space and {f,,)nen a sequence of virtually measurable real-valued functions
defined on subsets of X. Show that lim, .o frn, SUp,cn fn, infpen fn, limsup,,_, fn and liminf, . fn,
defined as in 121F, are virtually measurable.

>(g) Let (X, 3, 1) be a measure space and f, g real-valued functions which are integrable over X. Show
that f A g and fV g, as defined in 121Xa, are integrable.

>(h) Let (X,X, 1) be a measure space, f a real-valued function which is integrable over X, and g a
bounded real-valued virtually measurable function defined on a conegligible subset of X. Show that f x g,
defined as in 121Ed, is integrable.
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(i) Let X be a set, ¥ a o-algebra of subsets of X, and p;, uz two measures with domain ¥. Set
wE = pE + poF for E € 3, as in 112Xe. Show that for any real-valued function f defined on a subset of
X, [ fdu = [ fdu1 + | fdus in the sense that if one side is defined as a real number so is the other, and
they are then equal. (Hint: (i) Check that a subset of X is p-conegligible iff it is u;-conegligible for both .
(ii) Check the result for simple functions f. (iii) Now consider general non-negative f.)

122Y Further exercises (a) Let (X,X, ) be a complete measure space, that is, one in which all
negligible sets are measurable (see, for instance, 113Xa). Show that if f is a virtually measurable real-valued
function defined on a subset of X, then f is measurable. Use this fact to find appropriate simplifications of
122J and 122P for such spaces (X, X%, p).

(b) Write L! for the set of all Lebesgue integrable real-valued functions on R. Let ® C L1 be such that
(i) x{ € ® whenever [ is a bounded half-open interval in R;
(ii) f+g e @ for all f, g€ P;
(iii) ¢f € ® whenever c € R, f € ®;
(iv) f € ® whenever f € L! is such that there is a non-decreasing sequence {f,)nen in ® for
which lim,, . f,, = f almost everywhere.
Show that ® = L!. (Hint: show that (o) YE € ® whenever F is expressible as the union of finitely many
half-open intervals (8) xE € ® whenever F is of finite measure and is expressible as the union of a sequence
of half-open intervals () xE € ® whenever E is measurable and has finite measure.)

(c) Let X be any set, and let 1 be counting measure on X. Let f : X — R be a function; set f(z) =
max(0, f(z)), f~(2) = max(0, — f(z)) for z € X. Show that the following are equiveridical: (i) | fdu exists
in R, and is equal to s; (ii) for every € > 0 there is a finite X' C X such that |s — .., f(i)| < € whenever
I C X is a finite set including K (iii) >, .y f7(z) and }_ .y f~(2), defined as in 112Bd, are finite, and

s = ZmGX f+($) - Zmex f_(x)

(d) Let (X, %, ) be a measure space. Let us say that a function ¢ : X — R is quasi-simple if it is
expressible as Y .o a;xGi, where (G;);en is a disjoint sequence of measurable sets covering X, (a;)ien is
a sequence in R, and Y .~ |a;|uG; < oo, counting 0 - co = 0, so that there can be G; of infinite measure
provided that the corresponding a; are zero.

(i) Show that if g, h are quasi-simple functions so are g + h, |g| and cg, for any ¢ € R. (Hint: for g+ h
you will need 111F(b-ii) or its equivalent.)

(ii) Show from first principles (I mean, without using anything later than 122F in this chapter) that if
g, h are quasi-simple functions with representations g = Z;’io a;xGi, h = Zioio b;xH;, and g < h a.e., then
Do @iptGy < 302 bipH.

(iii) Hence show that we have a functional I defined by saying that I(g) = Y ;o a;uG; whenever g is
a quasi-simple function represented as Z;’io a;xG.

(iv) Show that if g, h are quasi-simple functions and ¢ € R, then I(g+h) = I(g) + I(h), I(cg) = cl(g),
and that I(g) < I(h)if g < h a..

(v) Show that if g is a quasi-simple function then g is integrable and [¢g = I(g). (I do now allow you
to use 122G-122R.)

(vi) Show that a real-valued function f, defined on a conegligible subset of X, is integrable iff for every
€ > 0 there are quasi-simple functions g, h such that g < f < h a.e. and I'(h) — I(g) < e.

(e) Let u be Lebesgue measure on R. Let us say (for this exercise only) that a real-valued function g
with dom g C R is ‘pseudo-simple’ if it is expressible as Y .- a;x.J;, where (J;);en is a sequence of bounded
half-open intervals (not necessarily disjoint) and Y .- |a;|uJ; < co. (Interpret the infinite sum >~ a;xJ;
as in 121F, so that

dom(}";2 g aixJi) = {z : limy o Y i ai(xJ;)(x) exists in R}.)

(i) Show that if g, h are pseudo-simple functions so are g + h and cg, for any ¢ € R.

(ii) Show that if g is a pseudo-simple function then g is integrable.

(iii) Show that a real-valued function f, defined on a conegligible subset of R, is integrable iff for every
€ > 0 there are pseudo-simple functions g, h such that ¢ < f < h a.e. and f h—gdu < e. (Hint: Take ® to
be the set of integrable functions with this property, and show that it satisfies the conditions of 122Yb.)
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(f) Repeat 122YDb and 122Ye for Lebesgue measure on R”, where r > 1.

(g) Let (X, X, 1) be a measure space, and assume that there is at least one partition of X into infinitely
many non-empty measurable sets. Let f be a real-valued function defined on a conegligible subset of X,
and a € R. Show that the following are equiveridical:

(i) f is integrable, with [ f = a;
(ii) for every e > 0 there is a partition (E,),en of X into non-empty measurable sets such that

ZZO:O |f(tn)|pnEn < 00, |a— ZZO:O ftn)pEn| <e

whenever (t,),en is a sequence such that ¢, € E,, Ndom f for every n. (As usual, take 0 - oo = 0 in these
formulae.) (Hint: use 122Yd.)

(h) Find a re-formulation of (g) which covers the case of measure spaces which can not be partitioned
into sequences of non-empty measurable sets.

(i) Let X be a set, ¥ a o-algebra of subsets of X, and (u,)nen & sequence of measures with domain X.
Set uE =Y >° unE for E € ¥. Show that for any real-valued function f defined on a subset of X, f is -
integrable iff it is p,-integrable for every nand Y.~ [ | f|dun, is finite, and that then [ fdp = >"0" [ fdun.

(j) Let X be a set, 3 a o-algebra of subsets of X, and (u;);c; a family of measures with domain ¥. Set
pE =% il for E € X. Show that for any ¥-measurable function f: X — R, f is u-integrable iff it is
pi-integrable for every i and Y, ; [ |f|du; is finite.

122 Notes and comments Just as in §121, some extra technical problems are caused by my insistence on
trying to integrate (i) functions which are not defined on the whole of the measure space under consideration
(ii) functions which are not, strictly speaking, measurable, but are only measurable on some conegligible set.
There is nothing in the present section to justify either of these elaborations. In the next section, however,
we shall be looking at the limits of sequences of functions, and these limits need not be defined at every
point; and the examples in which the limits are not everywhere defined are not in any sense pathological,
but are central to the most important applications of the theory.

The question of integrating not-quite-measurable functions is more disputable. I will discuss this point
further after formally introducing ‘complete’ measure spaces in Chapter 21. For the moment, I will say only
that I think it is worth taking the trouble to have a formalisation which integrates as many functions as is
reasonably possible; the original point of the Lebesgue integral being, in part, that it enables us to integrate
more functions than its predecessors.

The definition of ‘integration’ here proceeds in three distinguishable stages: (i) integration of simple
functions (122A-122G); (ii) integration of non-negative functions (122H-122J); (iii) integration of general
real-valued functions (122K-122R). I have taken each stage slowly, passing to non-negative integrable func-
tions only when I have a full set of the requisite lemmas on simple functions, for instance. There are, of
course, innumerable alternative routes; see, for instance, 122Yd, which offers a definition using two steps
rather than three. I prefer the longer, gentler climb partly because (to my eye) it gives a clearer view of the
ideas and partly because it corresponds to an almost canonical method of proving properties of integrable
functions: we prove them first for simple functions, then for non-negative integrable functions, then for
general integrable functions. (The hint I give for 122Xb corresponds to this philosophy. See also 122Xc; but
I do not give this as a formally expressed theorem, because the exact order of proof varies from case to case,
and I think it is best remembered as a method of attack rather than as a specific result to apply.)

You have a right to feel that this section has been singularly abstract, and gives very little idea of which
of your favourite functions are likely to be integrable, let alone what the integrals are. I hope that Chapter
13 will provide some help in this direction, though I have to say that for really useful methods for calculating
integrals we must wait for Chapters 22, 25 and 26 in the next volume. If you want to know the true centre of
the arguments of this section, I would myself locate it in 122G, 122H and 122K. The point is that the ideas
of 122A-122F apply to a much wider class of structures (X, X, 1), because they involve only operations on
finitely many members of ¥ at a time; there is no mention of sequences of sets. The key that makes all the
rest possible is 122G, which is founded on 112Cf. And after 122G-122K, the rest of the section, although by
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no means elementary, really is no more than a careful series of checks to ensure that the functional defined
in 122K behaves as we expect it to.

Many of the results of this section (including the key one, 122G) will be superseded by stronger results in
the following section. But I should remark on Lemma 122Ja, which will periodically recur as a most useful
criterion for integrability of non-negative functions (see 122Ra).

There is another point about the standard integral as defined here. It is an ‘absolute’ integral, meaning
that if f is integrable so is |f| (122P). This means that although the Lebesgue integral extends the ‘proper’
Riemann integral (see 134K below), there are functions with finite ‘improper’ Riemann integrals which
are not Lebesgue integrable; a typical example is f(z) = S22 where limg oo foa f exists in R, while
limg— oo foa |f| = oo, so that f is not integrable, in the sense defined here, over the whole interval ]0, col.
(For full proofs of these assertions, see 283D and 282Xm in Volume 2.) If you have encountered the theory of
‘absolutely’ and ‘conditionally’ summable series, you will be aware that the latter can exhibit very confusing
behaviour, and will appreciate that restricting the notion of ‘integrable’ to mean ‘absolutely integrable’ is a
great convenience.

Indeed, it is more than just a convenience; it is necessary to make the definition work at the level of
abstraction used in this chapter. Consider the example of counting measure p on N (112Bd, 122Xd). The
structure (N, PN, ) is invariant under permutations; that is, u(w[A]) = pA for every A C N and every
bijection 7 : N — N. Consequently, any definition of integration which depends only on the structure
(N, PN, 1) must also be invariant under permutations, that is,

[ f@@m)uldn) = [ f(n)u(dn)
for any integrable function f and any permutation 7. But of course (as I hope you have been told) a series
(f(n))nen such that >0 f(7(n)) =Y.~ f(n) € R for any permutation 7 must be absolutely summable.
Thus if we are to define an integral on an abstract measure space (X, X, ) in terms depending only on %
and u, we are nearly inevitably forced to define an absolute integral.

Naturally there are important contexts in which this restriction is an embarrassment, and in which some
kind of ‘improper’ integral seems appropriate. A typical one is the theory of Fourier transforms, in which
we find ourselves looking at lim,_ ffa f in place of ffooo f (see §283). A vast number of more or less
abstract forms of improper integral have been proposed; many are interesting and some are important; but
none rivals the ‘standard’ integral as described in this chapter.

Much less work has been done on the integration of non-measurable functions — to speak more exactly, of
functions which are not equal almost everywhere to a measurable integrable function. I am sure that this is
simply because there are too few important problems to show us which way to turn. In 134C below I mention
the question of whether there is any non-measurable real-valued function on R. The standard answer is ‘yes’,
but no such function can possibly arise as a result of any ordinary construction. Consequently the majority
of questions concerning non-measurable functions appear in very special contexts, and so far I have seen
none which gives any useful hint of what a generally appropriate extension of the notion of ‘integrability’
might be.
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123 The convergence theorems

The great labour we have gone through so far has not yet been justified by any theorems powerful enough
to make it worth while. We come now to the heart of the modern theory of integration, the ‘convergence
theorems’, describing conditions under which we can integrate the limit of a sequence of integrable functions.

123A B. Levi’s Theorem Let (X,%, 1) be a measure space and (f,)nen a sequence of real-valued
functions, all integrable over X, such that (i) for each n, f, < f,+1 a.e. (ii) sup,en [ fn < oo. Then
f =lim,_ o [y is integrable, and [ f = lim, oo [ fn-

Remarks I ought to repeat at once the conventions I am following here. Each of the functions f,, is taken to
be defined on a conegligible set dom f,, C X, as in 122Nc, and the limit function f is taken to have domain

{z:2 € UpenNimsp dom fin, limy, o fr(2) is defined in R},
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as in 121Fa. You would miss no important idea if you supposed that every f, was defined everywhere on X
but the statement ‘ f is integrable’ includes the assertion ‘f is defined, as a real number, almost everywhere’,
and this is an essential part of the theorem.

proof (a) Let us first deal with the case in which fo = 0 a.e. Write ¢ = sup,,cy [ fr = lim,—oo [ fn (nOting
that, by 1220d, ([ f.)nen is a non-decreasing sequence).

(i) All the sets dom f,, {z : fo(x) = 0}, {x : fu(z) < fni1(x)} are conegligible, so their intersection
F also is. For each n € N there is a conegligible set E,, such that f,[E,, is measurable (122P); let E* be a
measurable conegligible set included in the conegligible set F' N[, cyy En-

(ii) For a > 0, n € N set H,(a) = {z : x € E*, f,(x) > a}; then H,(a) is measurable because f,[E,
is measurable and E* is a measurable subset of E,,. Also axH,(a) < f, everywhere on E*, so

apHy(a) = faan(a) < ffn <e

Because f,(z) < fnot1(z) for every x € E*, H,(a) C Hpy1(a) for every n € N, and writing H(a) =
Unen Hn(a), we have

pH(a) = lim, oo uHy(a) <

IS NeY

(112Ce). In particular, pH(a) < oo for every a. Furthermore,
11 H(K)) < infrzy pH (k) < infrr 7 = 0.
Set B = E*\ ;> H(k); then E is conegligible.

(iii) If z € E, there is some k such that « ¢ H(k), that is, x ¢ (J, o Hn(k), that is, f,,(z) < k for every
n; moreover, (f,(z))nen is a non-decreasing sequence, so f(z) = lim, oo fn(2) = sup, ey fn(x) is defined in
R. Thus the limit function f is defined almost everywhere. Because every f,[F is measurable (121Eh), so
is fIE = lim, . fo[E (121Fa). If € > 0 then {z : 2 € E, f(z) > e} C H(%e), so has finite measure.

(iv) Now suppose that g is a simple function and that g < f a.e. As in the proof of 122G, H = {z :

g(x) # 0} has finite measure, and g is bounded above by M say.

Let € > 0. Foreachn € Nset G, ={z :2 € E, (9 — fu)(z) > €}. Then each G,, is measurable, and
(Gr)nen is a non-increasing sequence with intersection

{z:weE, g(x) 2 e+sup,en fu(z)} S{z:g(z) > f(2)},
which is negligible. Also uGgy < oo because Gy C H. Consequently lim, .. uG, = 0 (112Cf). Let n be
such that 4G, <e. Then
9 < fn+ MxGn+ Mx(X\ E)+exH.
So
[9< [ fatMpGn+ Mu(H\ E) + euH < ¢+ e(M + pH).

As ¢ is arbitrary, [ g <c.

(v) Accordingly, f| E (which is non-negative) satisfies the conditions of Lemma 122Ja, and is integrable.
Moreover, its integral is at most ¢, by Definition 122K. Because f = f[E a.e., f is also integrable, with the
same integral (122Rb). On the other hand, f > f,, a.e. for each n, so f [ >sup,en [ fa = ¢, by 1220d.

This completes the proof when fy =0 a.e.

(b) For the general case, consider the sequence (f/)nen = (fn — fo)nen. By (), f/ = lim,_ [,
is integrable, and [ f' = lim,_ [ f; now lim, .o fn = [’ + fo a.e., so is integrable, with integral

Remark You may have observed, without surprise, that the argument of (a-iv) in the proof here repeats
that used for the special case 122G.
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123B Fatou’s Lemma Let (X, X, 1) be a measure space, and {f,,)nen a sequence of real-valued func-
tions, all integrable over X. Suppose that each f,, is non-negative a.e., and that liminf,,_, f fn < o00. Then
liminf, .. f. is integrable, and flim inf, .o frn <liminf,, ffn

Remark Once again, this theorem includes the assertion that liminf, . f(z) is defined in R for almost
every x € X.

proof Set ¢ =liminf, . [ fp, f =liminf, . f,. For each n € N, let E,, be a conegligible set such that
fl, = fnlEy is measurable and non-negative. Set g, = inf,,>, f/,; then each g, is measurable (121Fc) and
non-negative and defined on the conegligible set (1, -, Em, and g, < f, a.e., so g, is integrable (122P) with
S gn <infpsn [ frn < . Next, gn(2) < gny1(x) for every z € dom gy, s0 (gn)nen satisfies the conditions of
B.Levi’s theorem (123A), and g = lim,,_. g, is integrable, with [ ¢ = lim,, .o [ g, < c. Finally, because
every f! is equal to f, almost everywhere, g = liminf, .. f, = f a.e., and [ f exists, equal to [ g < c.

123C Lebesgue’s Dominated Convergence Theorem Let (X, Y, 1) be a measure space and (f,, ) nen
a sequence of real-valued functions, all integrable over X, such that f(x) = lim, . fn(z) exists in R for
almost every = € X. Suppose moreover that there is an integrable function g such that |f,| < g a.e. for
each n. Then f is integrable, and lim,,_, [ f,, exists and is equal to [ f.

proof Consider f, = f,, + ¢ for each n € N. Then 0 < f,, < 2g a.e. for each n, so & = lim infnﬁooffn

exists in R, and f = liminf,,_. f, is integrable, with I f < &, by Fatou’s Lemma (123B). But observe that

f=f—gae.,since f(z) = f(z) — g(x) at least wherever f(x) and g(z) are defined, so f is integrable, with
ff:ff—fg§liminfnﬁooffn—fg:hminfnﬂooffn.

Similarly, considering (— f )nen,

that is,

ffZlimsupn_,ooffn.
So lim,, .o [ fn exists and is equal to [ f.
Remark We have at last reached the point where the technical problems associated with partially-defined

functions are reducing, or rather, are being covered efficiently by the conventions I am using concerning the
interpretation of such formulae as ‘lim sup’.

123D To try to show the power of these theorems, I give a result here which is one of the standard
applications of the theory.

Corollary Let (X, 3, 1) be a measure space and |a, b a non-empty open interval in R. Let f : X X]a, b — R
be a function such that

(i) the integral F(t) = [ f(z,t)dz is defined for every t € |a, b];

ii) the partial derivative 9L of f with respect to the second variable is defined everywhere in
ot
X x]a,b[;

(iii) there is an integrable function g : X — [0, co[ such that |%($, t)| < g(z) for every z € X,
t€la,bl.
Then the derivative F’(¢) and the integral [ %{(x, t)dz exist for every ¢ € ]a,b[, and are equal.

proof (a) Let ¢ be any point of a, b[, and (t,)necn any sequence in ]a,b[ \ {¢t} converging to t. Consider

Fltn)—F(@t) _  f(@ta)—
tn—t _f tn—

LD )

for each n. (This step uses 1220.) If we set

fulw) = LoD,



22 Integration 123D

for z € X, then we see from the Mean Value Theorem that there is a 7 (depending, of course, on both
n and x), lying between ¢, and ¢, such that f,(z) = %(Z‘,T), so that |f,(x)] < g(z). At the same

time, lim, oo fn(z) = %(%t) for every z. So Lebesgue’s Dominated Convergence Theorem tells us that
J %’:(fm t)dz exists and is equal to

lim,, 00 f fo(x)dz = lim, o @
(b) Because (t,)nen is arbitrary,
. F(s)=F(t) _ [ 0f
limg_; - = f o (x,t)dx,

as claimed.

Remark In 252Y]j I offer a variation on this theorem, with both hypotheses and conclusion weakened.

123X Basic exercises >(a) Let (X, X, 1) be a measure space, and (f,,)nen a sequence of real-valued
functions, all integrable over X, such that >~ o ['|f,]| is finite. Show that f(z) =Y " fa(2) is defined in
R for almost every z € X, and that [ f = > " [ fn. (Hint: consider first the case in which every f, is
non-negative.)

(b) Let (X, X, i) be a measure space. Suppose that T is any subset of R, and (f;):c7 a family of functions,
all integrable over X, such that, for any ¢ € T,

ft(x) = hmsGT,Sﬂt fs (1')

for almost every x € X. Suppose moreover that there is an integrable function g such that, for every ¢t € T',
|fi| < g a.e. Show that t — [ f; : T — R is continuous.

>(c) Let f be a real-valued function defined everywhere on [0, co[, endowed with Lebesgue measure. Its
(real) Laplace transform is the function F' defined by

F(s) = fooo e % f(x)dx

for all those real numbers s for which the integral is defined.

(i) Show that if s € dom F and s’ > s then s’ € dom F (because e~ %e5* < 1 for all ). (How do you
know that z — e~ %e5% is measurable?)

(ii) Show that F' is differentiable on the interior of its domain. (Hint: note that if ag € dom F' and
ap < a < b then there is some M such that ze™5%|f(z)| < Me=%?|f(z)| whenever z € [0, 0], s € [a,b].)

(iii) Show that if F' is defined anywhere then lims .o F'(s) = 0. (Hint: use Lebesgue’s Dominated
Convergence Theorem to show that lim,, ., F(s,) = 0 whenever lim,,_, s, = 00.)

(iv) Show that if f, g have Laplace transforms F, G then the Laplace transform of f + g is F' + G, at
least on dom F' N dom G.

123Y Further exercises (a) Let (X,3, ) be a measure space, Y any set and ¢ : X — Y any
function; let u¢~! be the image measure on Y (112E). Show that if h : Y — R is any function, then h is
1¢~t-integrable iff h¢ is p-integrable, and the integrals are then equal.

(b) Explain how to adapt 123Xc to the case in which f is undefined on a negligible subset of R.

(c) Let (X, %, 1) be a measure space and a < b in R. Let f : X x Ja,b] — [0,00] be a function such
that [ f(x,t)dz is defined for every t € ]a,b[ and t — f(x,t) is continuous for every z € X. Suppose that
¢ € la,b[ is such that liminf, .. [ f(z,¢)dz < co. Show that [liminf, .. f(z,t)dz is defined and less than
or equal to liminf, .. [ f(z,t)dz.

(d) Show that there is a function f : R? — {0,1} such that (i) [ f(z,t)dz = 1 for every ¢ # 0 (ii)
the function z — liminf; .o f(z,t) is not measurable. (Remark: you will of course have to start your
construction from a non-measurable subset of R; see 134B for such a set.)
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(e) Let (Y, T,v) be a measure space. Let X be a set, 3 a o-algebra of subsets of X, and (u,),cy a family
of measures on X such that y, X is finite for every y and puE = [ p,Ev(dy) is defined for every E € X. (i)
Show that p: ¥ — [0, 00[ is a measure. (ii) Show that if f: X — [0, 00[ is a ¥-measurable function, then f
is p-integrable iff it is yu,-integrable for almost every y € Y and [ ( i fd,uy)u(dy) is defined, and that this is

then [ fdu.

(f) Let (X, X, 1) be a measure space, and (f,,)nen & sequence of virtually measurable real-valued functions
all defined almost everywhere in X. Suppose that > >~ [ |fn(2) — 1|u(dz) < co. Show that [T, fn(x) is
defined in R for almost every z € X.

123 Notes and comments I hope that 123D and its special case 123Xc will help you to believe that the
theory here has useful applications.

All the theorems of this section can be thought of as ‘exchange of limit’ theorems, setting out conditions
under which

lim [ f, :/ lim f,,

o _ [
a/fdmf/atdx.

Even for functions which are accessible to much more primitive methods of integration (e.g., the Riemann
integral), theorems of this type can involve laborious validation of inequalities. The power of Lebesgue’s
integral is that it gives general theorems which cover a reasonable proportion of the important cases which
arise in practice. (I have to admit, however, that nothing is more typical of applied analysis than its need for
special results which are related to, but not derivable from, the standard general theorems.) For instance, in
123Xc, the fact that the range of integration is the unbounded interval [0, co[ adds no difficulty. Of course
this is connected with the fact that we consider only integrals of functions with integrable absolute values.

The limits used in 123A-123C are all limits of sequences; it is of course part of the essence of measure
theory that we expect to be able to handle countable families of sets or functions, but that anything larger is
alarming. Nevertheless, there are many contexts in which we can take other types of limit. I describe some
in 123D, 123Xb and 123Xc(iii). The point is that in such limits as lim;_.,, ¢(t), where u € [—00, 0], we shall
have lim;_,,, ¢(t) = a iff lim,, o @(¢,) = a whenever (t,),ecn converges to u; so that when seeking a limit
lim;_.,, [ fi, for some family (f;)ic7 of functions, it will be sufficient if we can find lim,, . [ f;, for enough
sequences (t,)nen. This type of argument will be effective for any of the standard limits limyq,, limy,,
limy_,,, lim; o, lim; ., of basic calculus, and can be used in conjunction either with B.Levi’s theorem
or with Lebesgue’s theorem. I should perhaps remark that a difficulty arises with a similar extension of
Fatou’s lemma (123Yc-123Yd).

or
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Chapter 13
Complements

In this chapter I collect a number of results which do not lie in the direct line of the argument from 111A
(the definition of ‘o-algebra’) to 123C (Lebesgue’s Dominated Convergence Theorem), but which nevertheless
demand inclusion in this volume, being both relatively elementary, essential for further developments and
necessary to a proper comprehension of what has already been done. The longest section is §134, dealing
with a few of the elementary special properties of Lebesgue measure; in particular, its translation-invariance,
the existence of non-measurable sets and functions, and the Cantor set. The other sections are comparatively
lightweight. §131 discusses (measurable) subspaces and the interpretation of the formula |’ [ generalizing

the idea of an integral f; f of a function over an interval. §132 introduces the outer measure associated with
a measure, a kind of inverse of Carathéodory’s construction of a measure from an outer measure. §§133 and
135 lay out suitable conventions for dealing with ‘infinity’ and complex numbers (separately! they don’t mix
well) as values either of integrands or of integrals; at the same time I mention ‘upper’ and ‘lower’ integrals.
Finally, in §136, I give some theorems on o-algebras of sets, describing how they can (in some of the most
important cases) be generated by relatively restricted operations.
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131 Measurable subspaces
Very commonly we wish to integrate a function over a subset of a measure space; for instance, to form
an integral f; f(z)dz, where a < b in R. As often as not, we wish to do this when the function is partly or

wholly undefined outside the subset, as in such expressions as fol Inx dx. The natural framework in which
to perform such operations is that of ‘subspace measures’. If (X, X, 1) is a measure space and H € X, there
is a natural subspace measure gy on H, which I describe in this section. I begin with the definition of this
subspace measure (131A-131C), with a full description of integration with respect to it (131E-131H); this
gives a solid foundation for the concept of ‘integration over a (measurable) subset’ (131D).

131A Proposition Let (X,X, ) be a measure space, and H € ¥. Set Xy ={F: F€ X, EC H} and
let pp be the restriction of u to Xg. Then (H, X g, pp) is a measure space.

proof Of course Xy is just {E N H : E € ¥}, and I have noted already (in 121A) that this is a o-algebra
of subsets of H. It is now obvious that py satisfies (iii) of 112A, so that (H, Xy, 1) is a measure space.

131B Definition If (X,X,u) is any measure space and H € X, then up, as defined in 131A, is the
subspace measure on H.
It is worth noting the following elementary facts.

131C Lemma Let (X,X, 1) be a measure space, H € ¥, and uy the subspace measure on H, with
domain Y. Then

(a) for any A C H, A is py-negligible iff it is p-negligible;

(b) if G € Xy then (up)q, the subspace measure on G when G is regarded as a measurable subset of H,
is identical to ug, the subspace measure on G when G is regarded as a measurable subset of X.

131D Integration over subsets: Definition Let (X, 3, 1) be a measure space, H € ¥ and [ a real-
valued function defined on a subset of X. By [}, f (or [}, f(z)u(dz), etc.) I shall mean [(fH)dug, if this
exists, following the definitions of 131A-131B and 122M, and taking dom(f[H) = H Ndom f, (f[H)(x) =
f(z) for x € HNdom f.

Extract from by University of Essex, Colchester. This material is copyright. It is issued under the terms of the Design Sci-
ence License as published in http://dsl.org/copyleft/dsl.txt. This is a development version and the source files are not per-
manently archived, but current versions are normally accessible throughhttp://www.essex.ac.uk/maths/staff/fremdh/mt.htm.
For further information contact fremdh@essex.ac.uk.
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131E Proposition Let (X, 3, u) be a measure space, H € 3, and f a real—valuedfunction defined on a
subset dom f of H. Set f(z) = f(z) if z € dom f, 0if x € X \ H. Then [ fduy = [ fdu if either is defined
in R.

proof (a) If f is uy-simple, it is expressible as Y., a;xE;, where Ey, ... ,E, € g, ag,... ,a, € R and
prE; < oo for each i. Now f is also equal to >, a;xE; if this is now interpreted as a function from X to
R. So

[ fdpn =30 aipn B = S0 pE; = [ fdp.

(b) If f is a non-negative pupy-integrable function, there is a non-decreasing sequence (fy,)nen of non-
negative py-simple functions converging to f pg-almost everywhere; now (f,)nen is a non-decreasing se-
quence of p-simple functions converging to f p-a.e. (131Ca), and

suppen [ Fadpt = suppey [ fadpn = [ fdpn < oo,
so [ fdu exists and is equal to [ fdug.

(c) If f is ppy-integrable, it is expressible as f; — fo where f; and f; are non-negative pp-integrable
functions, so that f = f; — fo and

ffd,u:ffld,u—ffzd/i: ffld/iH_ff2d/~LH :ffdMH-

(d) Now suppose that f is u-integrable. In this case there is a y-conegligible E € ¥ such that E C dom f
and f|F is ¥-measurable (122P). Of course u(H \ E) = 0 so E N H is ppy-conegligible; also, for any a € R,
{z:xeENH, flx)>ay=HN{z:2z€cE, f(z) >a} € Xy,
so fIE N H is Y g-measurable, and f is pug-virtually measurable and defined ug-a.e. Next, for € > 0,

pr{r:x e ENH, |f(x)] > e} = pfz:z € B, |f(2)] > e} < oo,
while if ¢ is a pz-simple function and g < f pg-a.e. then § < |f| p-a.e. and
[gdun = [Gdu < [|fldu < .
By the criteria of 122J and 122P, f is ug-integrable, so that again we have [ fdug = [ fdp.

131F Corollary Let (X,3, u) be a measure space and f a real-valued function defined on a subset
dom f of X.

(a) If H € ¥ and f is defined almost everywhere in X, then f[H is ug-integrable iff f x xyH is u-integrable,
and in this case [, f = [ f x xH.

(b) If f is p-integrable, then f > 0 a.e. iff [, f > 0 for every H € X.

(c) If f is p-integrable, then f =0 a.e. iff [,, f =0 for every H € X.

proof (a) Because dom f is p-conegligible, then (f[H)"™, as defined in 131E, is equal to f x xH p-a.e., so
that, by 131E,

fod/i = f(f[H)Nd# = f(f x xH)dp
if any one of the integrals exists.
(b)(i) If f > 0 p-a.e., then for any H € ¥ we must have f[H > 0 pg-a.e., so [, f = [(fIH)dpg > 0.

(ii) If [, f > 0 for every H € X, let E € X be a conegligible subset of dom f such that f[E is
measurable. Set F' = {z : 2z € E, f(z) < 0}. Then fFf > 0; by 122Rc, it follows that f[F = 0 pup-a.e.,
which is possible only if uF = 0, in which case f > 0 p-a.e.

(c) Apply (b) to f and to —f to see that f <0< f a.e.

131G Corollary Let (X,X, 1) be a measure space and H € ¥ a conegligible set. If f is any real-valued
function defined on a subset of X, [,, f = [ f if either is defined.
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proof In the language of 131E, f = (f[H)™ p-almost everywhere, so that

[r= [~ = [ f

if any of the integrals is defined.

131H Corollary Let (X,X, 1) be a measure space and f, g two p-integrable real-valued functions.
(a) If [, f > [;; g for every H € X then f > g a.e.
(b) If [, f = [ g for every H € ¥ then f = g a.e.

proof Apply 131Fb-131Fc to f — g.

131X Basic exercises >(a) Let (X,X, ) be a measure space, and f a real-valued function which
is integrable over X. For E € X set vE = [, f. (i) Show that if E, F are disjoint members of %
then ¥(EU F) = vE + vF. (Hint: 131E.) (ii) Show that if (E,),en is a disjoint sequence in ¥ then
V(Unen Bn) = >oneovEn. (Hint: 123C.) (iii) Show that if f is non-negative then (X,X,v) is a measure
space.

>(b) Let ;1 be Lebesgue measure on R. (i) Show that whenever a < b in R and f is a real-valued function
with dom f C R, then

Sawi fn= [y fdn= [, Fdu= [, fdu

if any of these is defined. (Hint: apply 131E to four different versions of f .) Write f; fdp for the common
value. (ii) Show that if @ < b < ¢ in R then, for any real-valued function f, fac fdu = fab fdu + fbc fdp if
either side is defined. (iii) Show that if f is integrable over R, then (a,b) — f: fdu is continuous. (Hint:

FEither consider simple functions f first or consider lim,,_, f: fdu for monotonic sequences (@, )nen.)

(c) Let g : R — R be a non-decreasing function and 14 the associated Lebesgue-Stieltjes measure (114Xa).
(i) Show that if @ < b < ¢ in R then, for any real-valued function f, f[a,e[ fdpg = f[a’b[ fdug + f[b’c[ fdpg if
either side is defined. (ii) Show that if f is p4-integrable over R, then (a,b) — f[
{(a,b) : a < b, g is continuous at both a and b}.

ab| fdpg is continuous on

131Y Further exercises (a) Let (X,X, 1) be a measure space and E € ¥ a measurable set of finite
measure. Let (f,)nen be a sequence of measurable real-valued functions such that f = lim, . f5 is defined
almost everywhere in E (following the conventions of 121Fa). Show that for every e > 0 there is a measurable
set F' C E such that u(E\ F) < e and (f,)nen converges uniformly to f on F. (This is Egorov’s theorem.)

131 Notes and comments If you want a quick definition of f [ for measurable H, the simplest seems to
be that of 131E, which enables you to avoid the concept of ‘subspace measure’ entirely. I think however that
we really do need to be able to speak of ‘Lebesgue measure on [0,1]’, for instance, meaning the subspace
measure fi[p,;) Where p is Lebesgue measure on R.

This section has a certain amount of detailed technical analysis. The point is that from 131A on we
generally have at least two measures in play, and the ordinary language of measure theory — words like
‘measurable’ and ‘integrable’ — becomes untrustworthy in such contexts, since it omits the crucial declarations
of which o-algebras or measures are under consideration. Consequently I have to use less elegant and more
explicit terminology. I hope however that once you have worked carefully through such results as 131F you
will feel that the pattern formed is reasonably coherent. The general rule is that for measurable subspaces
there are no serious surprises (131Cb, 131Fa).

I ought to remark that there is also a standard definition of subspace measure on non-measurable subsets
of a measure space. I have given the definition already in 113Yb; for the theory of integration, extending
the results above, I will wait until §214. There are significant extra difficulties and the extra generality is
not often needed in elementary applications.

Let me call your attention to 131Fb-131Fc and 131Xa-131Xc; these are first steps to understanding
‘indefinite integrals’, the functionals E — f g J X — R where f is an integrable function. I will return to
these in Chapters 22 and 23.
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132 Outer measures from measures

The next topic I wish to mention is a simple construction with applications everywhere in measure theory.
With any measure there is associated, in a straightforward way, a standard outer measure (132A-132B). If
we start with Lebesgue measure we just return to Lebesgue outer measure (132C). I take the opportunity
to introduce the idea of ‘measurable envelope’ (132D-132E).

132A Proposition Let (X, X, u) be a measure space. Define u* : PX — [0, 00] by writing
prA=inf{uF: Fe€X, ACFE}
for every A C X. Then

w'E = pFE for every E € X;
d) a set A C X is p-negligible iff u*A = 0;
e) 1" (Upen An) = lim, . p* A, for every non-decreasing sequence (A, )nen of subsets of X;
() wA=p*(ANF)+ p*(A\ F) for every AC X, F € %.

proof (a) For each n € N we may choose an F,, € ¥ such that A C E,, and puFE, < p*A + 27"; now
E=N,enEn €%, ACFE and

pA< pE <infpeypl, < pu*A.

B)Q) pd=wh=0. i) fACBC Xthen{F:ACFeX}D{F:BCFe€X}souA<pu*B.
(iii) If (A, )nen is any sequence in PX, then for each n € N there is an F,, € ¥ such that A4,, C E, and
pEy = p* Ap; now (J, ey An € Uen En € X s0

W (Unen An) < t(Uner Bn) < 32020 pEn = 3020 1" An.

(c) This is just because uE < uF whenever E, F € ¥ and E C F.

(d) By (a), p*A =0 iff there is an E € ¥ such that A C E and pF = 0; but this is just the definition of
‘negligible set’.

(e) Of course (" An)nen is a non-decreasing sequence with limit at most p*A, writing A = (J,,cy An,
just because pu*B < p*C whenever B C C' C X. For each n € N, let F,, € ¥ be such that A,, C F,
and puE, = p*A,. Set F, = ﬂmZn E,, for each n; then (F,),cn is a non-decreasing sequence in ¥, and

A, CF,CE,,sou*A, = ukF, for each n € N. Set F = UneN F,; then A C F so

pA < pF = limy, oo pby = limy, o0 p* Ay
Thus p*A = lim, .., p*A,, as claimed.

(f) Of course p*A < pu*(ANF)+ p*(A\ F), by (b). On the other hand, there is an E € ¥ such that
ACE and pF = p*A, by (a),andnow ANFCENFeX A\FCFE\FeXso

p(ANE) +p*(A\F) Sp(ENF) + p(E\ F) = pb = p*A.

132B Definition If (X, X, 1) is a measure space, I will call p*, as defined in 132A, the outer measure
defined from .

Remark If we start with an outer measure 6 on a set X, construct a measure p from 6 by Carathéodory’s
method, and then construct the outer measure p* from pu, it is not necessarily the case that u* = 6. P
Take any set X with at least three members, and set 04 = 0if A =0, 1if A = X, % otherwise. Then
dom p = {0}, X} and p*A =1 for every non-empty A C X. Q

However, this problem does not arise with Lebesgue outer measure. I state the next proposition in terms
of Lebesgue measure on R", but if you skipped §115 I hope that you will still be able to make sense of this,
and later results, in terms of Lebesgue measure on R, by setting r» = 1.
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132C Proposition If § is Lebesgue outer measure on R” and p is Lebesgue measure, then p*, as defined
in 132A, is equal to 6.

proof Let A CR".
(a) If E is measurable and A C F, then §A < 0E = pE; so A < p*A.

(b) If € > 0, there is a sequence (I,,)nen of half-open intervals, covering A, with Y7 (pul, < 0A + ¢
(using 114G /115G to identify pl,, with the volume AI,, used in the definition of 6), so

A< p(UnenIn) € 3o0Zoidn < 0A+ €.
As € is arbitrary, p*A < 6A.

Remark Accordingly it will henceforth be unnecessary to distinguish 0 from p* when speaking of ‘Lebesgue
outer measure’. (In the language of 132Xa below, Lebesgue outer measure is ‘regular’.) In particular (using
132Aa), if A C R" there is a measurable set E O A such that uF = A (compare 134Fc below).

132D Measurable envelopes The following is a useful concept in this context. If (X, X, 1) is a measure
space and A C X, a measurable envelope (or measurable cover) of A is a set E C ¥ such that A C F
and u(FNE)=p*(FNA)for every F € ¥. In general, not every set in a measure space has a measurable
envelope (I suggest examples in 216Yc). But we do have the following.

132E Lemma Let (X, X, 1) be a measure space.

(a) If AC E € 3, then E is a measurable envelope of A iff uF = 0 whenever F' € ¥ and FF C E'\ A.

(b) If AC F € ¥ and uFE < oo then E is a measurable envelope of A iff uF = p*A.

(c) If E is a measurable envelope of A and H € ¥, then E N H is a measurable envelope of AN H.

(d) If A C X can be covered by a sequence of sets of finite measure, then A has a measurable envelope.
(e) In particular, if p is Lebesgue measure on R”, then every subset of R” has a measurable envelope for

L.
proof (a) If F is a measurable envelope of A, F € ¥ and F' C E\ A, then

puF=uw(FNE)=p" (FNA)=0.
If E is not a measurable envelope of A, there is an H € 3 such that p* (AN H) < u(EN H). Let G € ¥ be

such that AN H C G and puG = p*(ANH), and set F = EN H \ G. Since uG < p(EN H), uF > 0; but
also FCEand FNAC HN A\ G is empty.

(b) If E is a measurable envelope of A then we must have
wWA=p*(ANE)=pnENE)=pkE.

If uBE = p*A, and F € X is a subset of E\ A, then A C E\ F, so u(E \ F) = pE; because pFE is finite, it
follows that puF = 0, so the condition of (a) is satisfied and F is a measurable envelope of A.

(c)fFeXand FCENH\A, then F C E\ A, souF =0, by (a); as F is arbitrary, EN H is a
measurable envelope of AN H, by (a) again.

(d) Let (By)nen be a sequence of sets of finite measure covering A. For each n € N, let E,, € ¥ be such
that ANB,, C E,, and pE, = pu*(ANB,) (using 132Aa above); by (b), E, is a measurable envelope of ANB,,.
Try B = U,y Bn- Then ACE. If Fe X and F C E\ A, then, for every n € N, FNE, C E, \ (ANDB,),
so u(FNE,) =0, by (a). Consequently F' = |, F N E, is negligible; as F is arbitrary, E is a measurable

envelope of A.

(e) In the case of Lebesgue measure on R", of course, the same sequence (B, )nen will work for every A,
if we take B, to be the half-open interval [—n,n[ for each n € N, writing n = (n,... ,n) as in §115.

132F Full outer measure This is a convenient moment at which to introduce the following term. If
(X, X, 1) is a measure space, a set A C X is of full outer measure or thick if X is a measurable envelope
of A; that is, if u*(F N A) = uF for every F' € ¥; equivalently, if uF = 0 whenever F € ¥ and F' C X \ A.
If uX < 00, A C X is of full outer measure iff p*A = pX.
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*132G I am trying to keep this volume short, so I do not wish to wander too far from the main lines
of argument. But the following construction is sometimes useful.

Proposition Let X be a set, (Y, T,r) a measure space, and f : X — Y a function such that f[X] has full
outer measure in Y. Then there is a measure y on X, with domain ¥ = {f~![F] : F € T}, defined by saying
that uf~'[F] = vF for every F € T.

proof The check that ¥ is a o-algebra of subsets of X is straightforward; all we need to know is that
F7HO =0, X\ f7UHF] = f7HY \ F] for every F C Y, and that [, cn Fnl = Upen [ [Fn] for every
sequence (F},),en of subsets of Y. The point of the result is that if ', Fy € T and f~1[F] = f~1[F3], then
f[X] does not meet FyAFy; because f[X] has full outer measure, FyAFy is v-negligible and vF; = vF;.
Accordingly the formula pf~1[F] = vF does define a function u : ¥ — [0, 00]. Now

puh = pf=t0] = vh = 0.

Next, if (E,)nen is a disjoint sequence in ¥, choose F,, € T such that FE,, = f~1[F,] for each n € N. The
sequence (F,)nen need not be disjoint, but if we set F), = F,, \ U,_,, Fi for each n € N, then (F)),en is
disjoint and

i<n

By = En\Uic,, Bi = f7[F)]

for each n; so

pUnen Bn) = v(Unen 1) = 2020 vE, = 32020 1En.

As (E,)nen is arbitrary, u is a measure on X, as required.

132X Basic exercises >(a) Let X be a set and 6 an outer measure on X; let y be the measure on X
defined by Carathéodory’s method from 6, and p* the outer measure defined from p by the construction of
132A. (i) Show that pu*A > OA for every A C X. (ii) 6 is said to be a regular outer measure if § = p*.
Show that if there is any measure v on X such that § = v* then 6 is regular. (iii) Show that if 6 is regular
and (A, )nen is a non-decreasing sequence of subsets of X, then (U, ey An) = limy, o0 0A,,.

(b) Let (X,X, 1) be a measure space and H any member of .. Let pgy be the subspace measure on H
(131B) and p*, pj; the outer measures defined from p, pp. Show that i, = p*[PH.

(c) Give an example of a measure space (X, X, 1) such that the measure fi defined by Carathéodory’s
method from the outer measure p* is a proper extension of p. (Hint: take uX =0.)

>(d) Let (X,X, 1) be a measure space and A a subset of X. Suppose that (E,),ecn is a sequence in 3
such that (AN E,)nen is disjoint. Show that p* (AN, oy En) = S o (AN E,). (Hint: replace E,, by
E;, = E, \ U, ., Ei, and use 132Ae-132Af.)

(e) Let (X,X, ) be a measure space and (A4, )nen any sequence of subsets of X. Show that the outer
measure of (J,,cy(;>,, Ai is at most liminf,, . u*A,.

(f) Let (X,X, ) be a measure space and (A, ),en a sequence of subsets of X. Suppose that each A,
has a measurable envelope E,. Show that (J,,.y En is a measurable envelope of J, .y An. (Hint: use the
argument of 132Ed.)

neN

(g) Let (X, X, i) be a measure space and suppose that A C B C X are such that p*A = p*B < oo. Show

that p*(ANE) = p*(BNE) for every F € X. (Hint: a measurable envelope of B is a measurable envelope
of A.)

>(h) Let v, be a Lebesgue-Stieltjes measure on R, constructed as in 114Xa from a non-decreasing function
g : R — R. Show that (i) the outer measure v, derived from v, (132A) coincides with the outer measure 6,
of 114Xa; (ii) if A C R is any set, then A has a measurable envelope for the measure v,.

>(i) Let A C R" be a set which is not measurable for Lebesgue measure p. Show that there is a bounded
measurable set E such that p*(ENA) = p*(E\ A) = uE > 0. (Hint: take E = E'NE"” N B, where E’ is a
measurable envelope for A, E” is a measurable envelope for R™ \ A, and B is a suitable bounded set.)
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(j) Let f be a real-valued function defined on a subset of R” which is not measurable for Lebesgue measure
on R”. Show that there are ¢ < ¢ in Q and a bounded measurable set E such that

p{r:z e Endomf, f(z) <q}=p*{z:z€ Endomf, f(z) >q¢}=pE >0.

(Hint: take E4, E} to be measurable envelopes for {z : f(x) < ¢}, {z : f(z) > ¢} for each ¢. Find ¢ such
that u(E, N E;) >0 and ¢’ such that u(E, N E;,) > 0.)

(k) Check that you can do exercise 113Yc.

132Y Further exercises (a) Let (X, X, 1) be a measure space and (f,,)nen & sequence of real-valued
functions defined almost everywhere in X. Suppose that (€, ),cn is a sequence of non-negative real numbers
such that

Yo tn <00, T {w fasa(w) = fu()] Z en} < o0

Show that lim,, ., f,, is defined (as a real-valued function) almost everywhere.

(b) Let (X,X, u) be a measure space, Y a set and f : X — Y a function. Let v be the image measure
wuf~1 (112F). Show that v* f[A] > u* A for every A C X.

(c) Let (X, %, 1) be a measure space with uX < co. Let (A, )nen be a sequence of subsets of X such that
UnEN A,, is of full outer measure in X. Show that there is a disjoint cover (F,,),cn of X by measurable sets
such that uFE,, = p*(A4, N E,) for every n € N.

(d) Let (X, X, 1) be a measure space and A a family of subsets of X, all of full outer measure, such that
MNpen An € A for every sequence (A, )nen in A. Show that there is a measure v on X, extending y, such
that every member of A is v-conegligible.

(e) Check that you can do exercises 113Yg-113Yh.

(f) In 132G, show that the image measure uf~! extends v, and is equal to v if and only if F € T for
every F C Y\ fIX].

132 Notes and comments Almost the most fundamental fact in measure theory is that in all important
measure spaces there are non-measurable sets. (For Lebesgue measure see 134B below.) One can respond to
this fact in a variety of ways. An approach which works quite well is just to ignore it. The point is that, for
very deep reasons, the sets and functions which arise in ordinary applications nearly always are measurable,
or can be made so by elementary techniques; the only exceptions I know of in applied mathematics appear
in generalized control theory. As a pure mathematician I am uncomfortable with such an approach, and as
a measure theorist I think it closes the door on some of the most subtle ideas of the theory. In this treatise,
therefore, non-measurable sets will always be present, if only subliminally. In this section I have described
two of the basic methods of dealing with them: the move from a measure to an outer measure, which at least
assigns some sort of size to an arbitrary set, and the idea of ‘measurable envelope’, which (when defined)
describes the region in which the non-measurable set has to be taken into account. In both cases we seek
to describe the non-measurable set from the outside, so to speak. There are no real difficulties, and the
only points to take note of are that (i) outside the boundary marked by 132Ed measurable envelopes need
not exist (ii) Carathéodory’s construction of a measure from an outer measure, and the construction here
of an outer measure from a measure, are closely related (132C, 132Xh, 113Y¢, 132Xa(i)), but are not quite
inverses of each other in general (132B, 132Xc).
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There are various contexts in which it is useful to be able to assign a value to the integral of a function
which is not quite covered by the basic definition in 122M. In this section I offer suggestions concerning the
assignment of the values +co to integrals of real-valued functions (133A), the integration of complex-valued
functions (133C-133H) and upper and lower integrals (133I-133K). In §135 below I will discuss a further
elaboration of the ideas of Chapter 12.

133 A Infinite integrals It is normal to restrict the phrase ‘f is integrable’ to functions f to which
a finite integral [ f can be assigned (just as a series is called ‘summable’ only when a finite sum can be
assigned to it). But for non-negative functions it is sometimes convenient to write ‘[ f = oo’ if, in some
sense, the only way in which f fails to be integrable is that the integral is too large; that is, f is defined
almost everywhere, is p-virtually measurable, and either

{z:zedomf, f(x) >e€}
includes a set of infinite measure for some € > 0, or
sup{fh : h is simple, h < f a.e.} = 0.
(Compare 122J.) Under this rule, we shall still have
[htfo=[h+[fo [ef=cff

whenever ¢ € [0,00[ and f1, f2, f are non-negative functions for which [ f1, [ f, [ f are defined in [0, oc].
We can therefore repeat the definition 122M and say that

[h=fo=[Hh-[F

whenever fi, fo are real-valued functions such that [ fi, [ fo are defined in [0, 0o] and are not both infinite;
the last condition being imposed to avoid the possibility of being asked to calculate oo — oc.
We still have the rules that

[f+g=[Ff+[g [hH=c[f [IFI=][]]

at least when the right-hand-sides can be interpreted, allowing 0-occ = 0, but not allowing any interpretation
of co—o0; and [ f < [ g whenever both integrals are defined and f < g a.e. (But of course it is now possible
to have f < g and [ f = [ g = £oo without f and g being equal almost everywhere.)

Setting f*(z) = max(f(z),0), f~(z) = max(—f(z),0) for z € dom f, then

ff =00 ff+ = oo and f~ is integrable,

ff = —0c0 <= [T isintegrable and [ f~ = oco.

(For further ideas in this direction, see §135 below.)

133B Functions with exceptional values It is also convenient to allow as ‘integrable’ functions f
which take occasional values which are not real — typically, where a formula for f(z) allows the value ‘o0’
on some convention. For such a function I will write [ f = [ f if [ f is defined, where

dom f = {z:z € dom f, f(z) €R}, f(z)= f(z) for z € dom f.

Since in this convention I still require f to be defined almost everywhere in X, the set {z:xzc€domf, f(x) ¢
R} will have to be negligible.

133C Complex-valued functions All the theory of measurable and integrable functions so far de-
veloped has been devoted to real-valued functions. There are no substantial new ideas required to deal
with complex-valued functions, but perhaps I should spell out some of the details, since there are many
applications in which complex-valued functions are the most natural context in which to work.

133D Definitions (a) Let X be a set and ¥ a o-algebra of subsets of X. If D C X and f: D — C is
a function, then we say that f is measurable if its real and imaginary parts Re f, Zm f are measurable in
the sense of 121B-121C.
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(b) Let (X,X, 1) be a measure space. If f is a complex-valued function defined on a conegligible subset
of X, we say that f is integrable if its real and imaginary parts are integrable, and then

Jf=[Ref+i[Imf.

(c) Let (X, X, 1) be a measure space, H € ¥ and f a complex-valued function defined on a subset of X.
Then [, fis [(fIH)dpg if this is defined in the sense of (b), taking the subspace measure pp to be that
of 131A-131B.

133E Lemma (a) If X is a set, ¥ is a o-algebra of subsets of X, and f and g are measurable complex-

valued functions with domains dom f, dom g C X, then
(i) f+¢g:dom f Ndomg — C is measurable;

(ii) ¢f : dom f — C is measurable, for every ¢ € C;
(iii) f x g : dom f Ndom g — C is measurable;

(iv) f/g:{z:z € dom f Ndomyg, g(z) # 0} — C is measurable;

(v) |f| : dom f — R is measurable.
(b) If (fn)nen is a sequence of measurable complex-valued functions defined on subsets of X, then f =

lim,, .~ fn is measurable, if we take dom f to be

{z:z¢€ U ﬂ dom f,,, lim f,(z) exists in C}
neNm>n e
= dom( lim Re f,,) Ndom( lim Zm f,).

n—oo

proof (a) All are immediate from 121E, if you write down the formulae for the real and imaginary parts of
f+g,...,|f] in terms of the real and imaginary parts of f and g.

(b) Use 121Fa.

133F Proposition Let (X, 3, 1) be a measure space.

(a) If f and g are integrable complex-valued functions defined on conegligible subsets of X, then f + ¢
and cf are integrable, for every c€ C,and [ f+g=[f+ [g, [ef=c[ ].

(b) If f is a complex-valued function defined on a conegligible subset of X, then f is integrable iff | f] is
integrable and f is p-virtually measurable.

proof (a) Use 1220a-1220b.

(b) The point is that | Re f|, | Zm f| < |f| <|Re f|+|Zm f|; now we need only apply 122P an adequate
number of times.

133G Lebesgue’s Dominated Convergence Theorem Let (X, X, 1) be a measure space and (f,,)nen
a sequence of integrable complex-valued functions on X such that f(x) = lim,_,o fn(z) exists in C for al-
most every x € X. Suppose moreover that there is a real-valued integrable function g on X such that
|fn] < g a.e. for each n. Then f is integrable and lim,,_., [ f, exists and is equal to [ f.

proof Apply 123C to the sequences (Re fp)nen, (Zm fn)nen-

133H Corollary Let (X,X,u) be a measure space and ]a,b[ a non-empty open interval in R. Let
f:X x]a,b[ — C be a function such that
(i) the integral F(t) = [ f(z,t)dx is defined for every t € ]a, b[;
(ii) the partial derivative %{ of f with respect to the second variable is defined everywhere in
X xJa, bf;
(iii) there is an integrable function g : X — [0, co[ such that |%(x, t)] < g(z) for every x € X,
t€la,bl.
Then the derivative F’(t) and the integral [ %(m, t)dx exist for every ¢ € ]a,b[, and are equal.

proof Apply 123D to Re f, Zm f.



10 Complements 1331

1331 Upper and lower integrals I return now to real-valued functions. Let (X, X, 1) be a measure
space and f a real-valued function defined almost everywhere in X. Its upper integral is

Tf = inf{fg : g is integrable, f < g a.e.},

allowing oo for inf ) and —oo for inf R. Similarly, the lower integral of f is
ff = Sup{fg : g is integrable, f > g a.e.},

allowing —oo for sup () and oo for sup R.

133J Proposition Let (X, X, 1) be a measure space.
(a) Let f be a real-valued function defined almost everywhere on X.

i) If Tf is finite, then there is an integrable g such that f < g a.e. and [g = Tf.
ii) If [f is finite, then there is an integrable h such that h < f a.e. and [h= [ [.

N [f<[f

(
(
)
(
(@) [f+g< [+ ]g
(iii) fef =cff,
(iv) [(=f)=-JF,
W) Jf+g=[f+ ]9
(i) fef=c¢[f
whenever the right-hand-sides do not involve adding co to —oo.

(c) If f < gae. then [f< [gand [f< [g.
(d) A real-valued function f defined almost everywhere in X is integrable iff

Jf=[f=acR,
and in this case [ f = a.

proof (a)(i) For each n € N, choose an integrable function g,, such that f < g, a.e. and [ g, < Tf +27
Set h,, = inf;<, g; for each n; then h,, is integrable (because |h, —go| < D1 |gi — go| on ;,, dom g;), and
f<h, ae., so B
[r<[ha<[gn< [f+2m
By B.Levi’s theorem (123A), applied to (—hn)nen, g(x) = infpenhy(z) € R for almost every z, and
J g =inf,en [ by = [ f; also, of course, f < g a.e.
(ii) Argue similarly, or use (b-iv).

(b)(i) If either [f = —oco or [f = oo this is trivial. Otherwise it follows at once from the fact that if g,

h are integrable, g < f a.e. and f < h a.e., then [g < [h.

(ii) If a > Tf + Tg, there must be integrable functions f1, g1 such that f < f; a.e., g < g1 a.e. and
Jfi+ [g1 <a Now f+g< fi+g ae.,so
[f+9<[fi+a<a
As a is arbitrary, we have the result.

(iii) (o) If ¢ = 0 this is trivial. (8) If ¢ > 0 and a > cff, there must be an integrable fi such that

f<fiae andc[ fi <a. Nowcf; <cf ae. and [cfi <a,so ch < a. As a is arbitrary, ch < ch. )
Still supposing that ¢ > 0, we also have

ch = cTc_lcf < cc_chf = ch,

so we get equality.
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(iv) This is just because [(—f1) = — [ f1 for any integrable function f;.

(v)-(vi) Use (iv) to turn [ into [, and apply (ii) or (iii).
(c) These are immediate from the definitions, because (for instance) if g < h a.e. then f < h a.e.

(d) If f is integrable, then

Jr=[r=[s

by 1220d. If Tf = [f = a € R, then, by (a), there are integrable g, h such that ¢ < f < h a.e. and

J 9= [h=a,sothat g =h a.e., by 122Rc, and g = f = h a.e., so that f is integrable, by 122Rb.

Remark I hope that the formulae here remind you of lim sup, lim inf.

133K Convergence theorems for upper integrals We have the following versions of B.Levi’s the-
orem and Fatou’s Lemma.

Proposition Let (X, X, 1) be a measure space, and (f,)nen & sequence of real-valued functions defined
almost everywhere on X.

(a) If, for each n, f, < fay1 a.e., and —oo < sup,,cy [ fn < 00, then f(z) = sup, ey fn(z) is defined in R
for almost every z € X, and Tf = SUp,,eN Tfn

(b) If, for each n, f, > 0 a.e., and liminf, _ ., Tfn < 00, then f(x) = liminf, . f.(x) is defined in R
for almost every = € X, and Tf <liminf, . Tfn

proof (a) Set ¢ = sup,,cy T fn. For each n, there is an integrable function g, such that f,, < g, a.e. and
J gn = [ fn (133Ja). Set g/, = min(gy, gn+1); then g}, is integrable and f, < g/, < g,, a.e., so

Tta<[gn< [gu=[ta

and g, must be equal to g, a.e. Consequently g, < g,11 a.e., for each n, while sup,cy [ gn = ¢ < .
By B.Levi’s theorem, g = sup,,cy gn is defined, as a real-valued function, almost everywhere in X, and
J g = c. Now of course f(z) is defined, and not greater than g(z), for all z € dom gN(, cydom f, such that

fn(x) < fny1(z) for every n, that is, for almost every x; so Tf < [ g = c. On the other hand, f, < f a.e.,
so [fn < [f, for every n € N; it follows that [ f must be at least ¢, and is therefore equal to ¢, as required.

(b) The argument follows that of 123B. Set ¢ = liminf, Tfn For each n, set g, = inf,,>, fn; then

Tgn < inf,,>p Tfm < ¢. We have g,(z) < gnt1(z) for every = € dom g,, that is, almost everywhere, for
each n; so, by (a),

J9=sup,exn [on <,
where
g = SUp,cy gn = liminf, . fp a.e.,

so [liminf, . f, < ¢, as claimed.

133X Basic exercises >(a) Let (X, 3, 1) be a measure space and f a complex-valued function defined
on a subset of X. (i) Show that if £ € &, then f|E is up-integrable iff f is py-integrable, writing i for the
subspace measure on E and f(x) = f(z) if z € ENdom f, 0 if z € X \ F; and in this case Jg fdue = [ fdp.
(ii) Show that if E € ¥ and f is defined p-almost everywhere, then fFE is ug-integrable iff f x yF is
p-integrable, and in this case [, f = [ f x xE. (iii) Show that if [,, f = 0 for every E € X, then f =0 a.e.

(b) Suppose that (X, X, 1) is a measure space and that G is an open subset of C, that is, a set such that
for every w € G there is a § > 0 such that {z: |z —w| < 6} C G. Let f: X x G — C be a function, and
suppose that the derivative g—g of f with respect to the second variable exists for all x € X, z € G. Suppose
moreover that (i) F(z) = [ f(z, z)dx exists for every z € G (ii) there is an integrable function g such that
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( z)| < ( ) for every € X, z € G. Show that the derivative F’ of F' exists everywhere in G, and

f 9L (x, z)dx for every z € G. (Hint: you will need to check that |f(z,2) — f(x,w)| < |z — w|g(x)
whenever € X and z, w € G.)

>(c) Let f be a complex-valued function defined almost everywhere on [0, 0o, endowed as usual with
Lebesgue measure. Its Laplace transform is the function F' defined by writing

fo —51f

for all those complex numbers s for which the 1ntegra1 is defined in C.

(i) Show that if s € dom F' and Re s’ > Res then s’ € dom F (because |e~5%e5*| < 1 for all z).

(ii) Show that F' is analytic (that is, differentiable as a function of a complex variable) on the interior
of its domain. (Hint: 133Xb.)

(iii) Show that if F' is defined anywhere then limges—oo F(s) = 0.

(iv) Show that if f, g have Laplace transforms F', G then the Laplace transform of f + g is F' + G, at
least on dom F'Ndom G.

>(d) Let f be an integrable complex-valued function defined almost everywhere on R, endowed as usual

with Lebesgue measure. Its Fourier transform is the function ]A"’ defined by

A

f(s) = \/% f_oooo e~ % f(x)dx

for all real s.

(i) Show that ]A” is continuous. (Hint: use Lebesgue’s Dominated Convergence Theorem on sequences
of the form f,(z) = e~ ¥ f(x).)

(ii) Show that if f, g have Fourier transforms f , g then the Fourier transform of f+gis f +g.
(iii) Show that if [z f(z)dx exists then f is differentiable, with f (s) fxe_”zf x)dx for every

(e) Let (X, X, 1) be a measure space and (f,,)nen a sequence of real-valued functions each defined almost
everywhere on X. Suppose that there is an integrable real-valued function g such that | f,,| < g a.e. for each
n. Show that

Tlim inf, oo fr <liminf, . Tfn, flim SUpP,,_,oo = limsup,,_, ffn

(f) Let (X, X, 1) be a measure space, and f : X — [0, co[ a measurable function. Show that
—n 4" —n : —n 4" —n
ffd,u =sup,en 27" ), pf{w s f@) =277k} =limy 0027 ), p{w: f(x) > 277k}
in [0, o0].

133Y Further exercises (a) Use the ideas of 133C-133H to develop a theory of measurable and
integrable functions taking values in R”, where r > 1.

(b) Let X be a set and ¥ a o-algebra of subsets of X. Let Y be a subset of X and f:Y — C a Xy-
measurable function, where Xy = {ENY : E € X}. Show that there is a X-measurable function f: X — C
extending f. (Hint: 1211.)

(c) Let f be an integrable complex-valued function defined almost everywhere on R”, endowed as usual

with Lebesgue measure, where r > 1. Its Fourier transform is the function f defined by

2 1 o —1i8.T
f(s) = o S e f(a)da
for all s € R", writing s.z for 01§ +...0,& if s = (01,...,04), v = (&1,...,&) € R".

(i) Show that ]A” is continuous. (Hint: use Lebesgue’s Dominated Convergence Theorem on sequences
of the form f,(z) = e~ "% f(z).)
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(ii) Show that if f, g have Fourier transforms }, ¢ then the Fourier transform of f + ¢ is ]Af +g.

(iii) Show that if [ |z f(z)dx exists (taking ||z|| = /& +...+& if z = (&,...,&)), then ]A“ is
differentiable, with

() =~z J e @)

for every s e R", k < r.

(d) Recall the definition of ‘quasi-simple’ function from 122Yd. Show that for any measure space (X, 2, u),
any real-valued function f defined almost everywhere on X,

Tf = inf{fg : g is quasi-simple, f < g a.e.},

ff = sup{fg : g is quasi-simple, f > g a.e.},

allowing oo for inf () and sup R and —oo for inf R and sup 0.
(e) State and prove a similar result concerning the ‘pseudo-simple’ functions of 122Ye.

(f) Let (X,X,u) be a measure space and f a real-valued function defined almost everywhere in X.
Suppose that [f is finite and that g is an integrable function such that g > f a.e. and [g = [f. Set
D={z:z €domfnNndomyg, f(z) =g(x)}. Show that D has full outer measure in X.

133 Notes and comments I have spelt this section out in detail, even though there is nothing that can
really be called a new idea in it, because it gives us an opportunity to review the previous work, and because
the manipulations which are by now, I hope, becoming ‘obvious’ to you are in fact justifiable only through
difficult theorems, and I believe that it is at least some of the time right to look back to the exact points at
which justifications were written out.

You may have noticed similarities between results involving ‘upper integrals’, as described here, and those
of §132 concerning ‘outer measure’ (132Ae and 133Ka, for instance, or 132Xe and 133Kb). These are not a
coincidence; an explanation of sorts can be found in 252Yh in Volume 2.
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134 More on Lebesgue measure

The special properties of Lebesgue measure will take up a substantial proportion of this treatise. In
this section I present a miscellany of relatively easy basic results. Throughout, r will be a fixed integer
greater than or equal to 1, x4 will be Lebesgue measure on R” and p* will be Lebesgue outer measure (see
132C); when I say that a set or a function is ‘measurable’, then it is to be understood that (unless otherwise
stated) this means ‘measurable with respect to the o-algebra of Lebesgue measurable sets’, while ‘negligible’
means ‘negligible for Lebesgue measure’. Most of the results will be expressed in terms adapted to the
r-dimensional case; but if you are primarily interested in the one-dimensional case, you will miss none of
the ideas if you read the whole section as if r = 1.

134A Proposition Both Lebesgue outer measure and Lebesgue measure are translation-invariant; that
is, setting A+ z ={a+x:a € A} for ACR", z € R", we have

(a) p*(A+z) = p*A for every ACR", z € R",

(b) whenever E C R" is measurable and @ € R", then F + x is measurable, with pu(E + z) = pFE.

proof The point is that if I C R" is a half-open interval, as defined in 114Aa/115Ab, then so is I + x, and
AI+z) = M for every x € R", where A is defined as in 114Ab/115Ac; this is immediate from the definition,
since [a,b[+ 2z = [a + z,b+ .

(a) If AC R” and € R" and € > 0, we can find a sequence (I;);cn of half-open intervals such that
ACUjen Iy and 35720 M < p*A+e. Now A+ C J;en(I + ) so
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pr(A+z) < 3TZoAM +x) =270 M S prAte
As € is arbitrary, p*(A + z) < p*A. Similarly
WA= (A +3) + (—2)) < p(A+2),
so p*(A+x) = p*A, as claimed.

(b) Now suppose that £ C R" is measurable and = € R", and that A C R". Then, using (a) repeatedly,

P (AN(E + ) + p (AN (B + 7)) = p* (A = 2) N E) +2) + 17 (A = 2) \ E) + )
= ((A=2)NE)+p (A-2)\ E)
=p (A—x)=p"A,
writing A — x for A+ (—z) = {a —z :a € A}. As A is arbitrary, E + x is measurable. Now
wWE+z)=p"(E+z)=p'E=ukE.

134B Theorem Not every subset of R" is Lebesgue measurable.
proof Set 0=(0,...,0),1=(1,...,1) € R". On
0,1[={(&,--. &) : & € [0, 1] for every i <1},

consider the relation ~, defined by saying that « ~ y iff y—x € Q. It is easy to see that this is an equivalence
relation, so divides [0, 1] into equivalence classes. Choose one point from each of these equivalence classes,
and let A be the set of points obtained in this way. Then pu*A < p*[0,1] = 1.

Consider A+ Q" ={a+q:a€ A qeQ"} = qu(@r A+ q. This is equal to R". P If z € R", there
is an e € Z" such that z — e € [0, 1[; there is an a € A such that a ~ x — e, that is, z —e —a € Q"; now
r=a+(e+x—e—a) e A+Q". Q Next, Q" is countable (111F(b-iv)), so we have

00 = pR" <} cor (A +4),

and there must be some ¢ € Q" such that pu*(A+¢q) > 0; but as p* is translation-invariant (134A), u*A > 0.

Take n € N such that n > 2" /u* A, and distinct ¢1,...,¢, € [0,1[NQ". If g, b e Aand 1 < i < j < n,
then a 4+ ¢; # b+ g;; for if a = b then ¢; # ¢;, while if @ # b then a % bso b—a # ¢ — g;. Thus
A+q,..., A+ gy are disjoint. On the other hand, all are subsets of [0, 2[. So we have

E:‘L:l WA+ q)=npA>2" = p([0,2] > H*(Ulgign(A +ai))-

It follows that not all the A + ¢; can be measurable; as Lebesgue measure is translation-invariant, we see
that A itself is not measurable. In any case we have found a non-measurable set.

*134C Remark Observe that at the beginning of this proof I asked you to choose one member of each
of the equivalence classes for ~. This is of course an appeal to the Axiom of Choice. So far I have made
rather few appeals to the axiom of choice. One was in (a-iv) of the proof of 114D/115D; an earlier one
was in 112DDb; yet another in 121A. See also 1A1F. In all of these, only ‘countable choice’ was involved;
that is, I needed to choose simultaneously one member of each of a named sequence of sets. Because there
are surely uncountably many equivalence classes for ~, the form of choice needed for the example above is
essentially stronger than that needed for the positive results so far. It is in fact the case that very large
parts of measure theory can be developed without appealing to the full strength of the axiom of choice.

The significance of this is that it suggests the possibility that there might be a consistent mathematical
system in which enough of the axiom of choice is valid to make measure theory possible, without hav-
ing enough to construct a non-Lebesgue-measurable set. Such a system has indeed been worked out by
R.M.Solovay (SoLovAy 70). (In a formal sense there is room for a residual doubt concerning its consis-
tency. In my view this is of no importance.) I hope in Volume 5 to return to a proper discussion of this
remarkable possibility. For the moment, I have to say that it remains an interesting curiosity; nearly all
measure theory continues to proceed in directions at least consistent with the full axiom of choice, so that
non-measurable sets are constantly present, at least potentially; and that will be my normal position in this
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treatise. But I mention the point at this early stage because I believe that it could happen at any time that
the focus of interest might switch to systems in which the axiom of choice is false; and in this case measure
theory without non-measurable sets might become important to many pure mathematicians, and even to
applied mathematicians, who have no reason, other than the convenience of being able to quote results from
books like this one, for loyalty to the axiom of choice.

I ought to remark that while we need a fairly strong form of the axiom of choice to construct a non-
Lebesgue-measurable set, a non-Borel set can be constructed in much weaker set theories. One possible
construction is outlined in §423 in Volume 4.

Of course there is a non-Lebesgue-measurable subset of R iff there is a non-Lebesgue-measurable function
from R to R; for if every set is measurable, then the definition 121C makes it plain that every real-valued
function on any subset of R is measurable; while if A C R is not measurable, then YA : R — R is not
measurable.

*134D In fact there are much stronger results than 134B concerning the existence of non-measurable
sets (provided, of course, that we allow ourselves to use the axiom of choice). Here I give one which can be
reached by a slight refinement of the methods of 134B.

Proposition There is a set C' C R” such that F'NC is not measurable for any measurable set F' of non-zero
measure; so that both C' and its complement have full outer measure in R".

proof (a) Start from a set A C [0, 1] C R" such that (A + ¢)4cqr is a partition of R", as constructed in the
proof of 134B. As in 134B, the outer measure p* A of A must be greater than 0. The argument there shows in
fact that uF' = 0 for every measurable set F' C A. PP For every n we can find distinct ¢1, ... , ¢, € [0,1[NQ",
and now

npk = U(U1§i§n F+gq) <pl0,2[=2",
so that uF' < 2"/n; as n is arbitrary, uF = 0. Q

(b) Now let E C [0, 1] be a measurable envelope of A (132Ee). Then E + ¢ is a measurable envelope of
A+ q for any q. PP I hope that this will very soon be ‘an obvious consequence of the translation-invariance
of Lebesgue measure’. In detail: A+ ¢ C E + ¢q, E + ¢ is measurable and, for any measurable F,

w(FN(E+q) =p((F-q)NE)+q)=p((F—q)NE)
= (F-=q¢)nA) =p (F-qnNA)+q)=p(FN(A+q),

using 134A repeatedly. Q Also E is a measurable envelope of A’ = E'\ A. P Of course F is a measurable
set including A’. If F C E '\ A’ is measurable then F C A, so uF' = 0, by (a); now 132Ea tells us that F is
a measurable envelope of A’. Q It follows that E + ¢ is a measurable envelope of A’ + ¢ for every gq.

c) Let {g,)nen be a sequence running over Q. Then
Qn)ne q g

UnGNE+qn :—) UnGNA+qn =R".

Write E, for E + g, \ U,.,, E + ¢ for n € N, so that (E,)ncn is disjoint and (J,, .y En = R".
Now set

C =Unen En N (A+ qn).

This is a set with the required properties.
P (i) Let FF C R" be any non-negligible measurable set. Then there must be some n € N such that
w(F N E,) > 0. But this means that

p(FNE,NC)>p (FNE,N(A+¢,)) =p(FNE,N(E+¢))=mFnNE,),

p(FNENC) Zp(FNE,N((E+qn)\ (At an))) = p(F N E,N(E +¢n)) = p(F N Ey).
Since
p(F N Ey) < p(E+qn) = pE <1,
wWFNE,NC)+ u(FNE,\C)>pn(FNE,), and FNC cannot be measurable.
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(ii) In particular, no measurable subset of R" \ C' can have non-zero measure, and C has full outer
measure; similarly, C' has no measurable subset of non-zero measure, and R” \ C' has full outer measure. Q

Remark In fact it is the case that for any sequence (D, ),en of subsets of R” there is a set C' C R” such
that

W(END,NC) = pu*(END,\C) = p*(ENDy)

for every measurable set £ C R" and every n € N. But for the proof of this result we must wait for Volume
5.

134E Borel sets and Lebesgue measure on R” Recall from 111G that the algebra B of Borel sets
in R” is the o-algebra generated by the family of open sets. In 114G /115G I showed that every Borel set in
R" is Lebesgue measurable. It is time we returned to the topic and looked more closely at the very intimate
connexion between Borel and measurable sets.

Recall that a set A C R” is bounded if there is an M such that A C B(0,M) = {z : |jz|| < M};
equivalently, if sup,c 4 |£;] < oo for every j < r (writing = (&1,...,&), as in §115).

134F Proposition (a) If A CR" is any set, then

p'A=1inf{uG : G is open, G O A}
=min{pH : H is Borel, H D A}.
(b) If E C R" is measurable, then
wE = sup{uF : F is closed and bounded, F' C E},
and there are Borel sets Hy, Hs such that H; C F C Hy and
p(Hz \ Hi) = p(Hz \ E) = p(E'\ Hy) = 0.

(c) If A CR" is any set, then A has a measurable envelope which is a Borel set.
(d) If f is a Lebesgue measurable real-valued function defined on a subset of R”, then there is a conegligible
Borel set H C R” such that f[H is Borel measurable.

proof (a)(i) First note that if I C R" is a half-open interval, and € > 0, then either I = ) is already open,
or I is expressible as [a,b] where a = (aq,... ,.), b = (81,...,5,) and o; < f3; for every i. In the latter
case, G = |a — e(b — a),b[ is an open set including 7, and

pG =iy (U + (B — i) = (L4 )"l
by the formula in 114G/115G.

(ii) Now, given ¢ > 0, there is a sequence (I,)nen of half-open intervals, covering A, such that
Yoot ouln < p*A+ e For each n, let G, O I, be an open set of measure at most (1 + €)"ul,. Then
G = U, eny Gn is open (1A2B), and A C G; also

UG < 30 o uGr < (L4 €)" 30 g ply < (1+€)" (1" A+ e).
As € is arbitrary, p*A > inf{uG : A C G is open}.

(iii) Next, using (ii), we can choose for each n € N an open set G,, 2 A such that uG, < p*A+27".
Set Hy =),y Gn; then Hy is a Borel set, A C Hp, and

/’LHO < inanN MGn < M*A

neN

(iv) On the other hand, we surely have p*A < p*H = pH for every Borel set H O A. So we must
have

pw*A < inf{uG : G is open, G D A},
and

pw*A = pHy=min{uH : H is Borel, H D A}.
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(b)(i) For each n € N, set E,, = ENB(0,n). Let G,, D E,, be an open set of measure at most pF,, +27";
then (because uB(0,n) < 00) u(Gp \ En) < 27". Now, for each n, set G|, = G s then G), is open,
E =5, Emn C G}, and

WG\ E) <30 WG\ E) < 30 (G \ Ep) <300, 27" = 27t
Setting Hy = [),,cny Gn, we see that Hy is a Borel set including £ and that u(H; \ E) = 0.

m>n

(ii) Repeating the argument of (i) with R" \ E in place of E, we obtain a Borel set Hy; D R"\ E such
that u(Hz \ (R™\ E)) = 0; now H; =R" \ Hy is a Borel set included in E and

w(E\ Hy) = p(Hy \ (R"\ E)) = 0.
Of course we now also have
p(Hz \ Hy) = p(Hz \ E) + p(E \ Hy) = 0.

(iii) Again using the idea of (i), there is for each 7 € N an open set G,, 2 B(0,7n) \ E such that
uGn N En) < (G \ (B(O,n) \ E)) <27
Set
Fo, =B(0,n)\ G, = B(0,n) N (R"\ G);
then F, is closed (1A2F) and bounded and F,, C E, C E. Also
PE, = pFy 4 p(Bn \ F,) = pFy + (G N Ey) < pFy +27",
So
pE = limy, o pEy, < sup, ey pFy, < sup{uF : F is closed and bounded, F C E},
and
wE = sup{uF : F is closed and bounded, F' C E}.
(c) Let E be any measurable envelope of A (132Ee), and H O FE a Borel set such that u(H \ E) = 0;
then p*(FNA)=pu(FNE)=u(FNH) for every measurable set F', so H is a measurable envelope of A.

(d) Set D = dom f and write B for the o-algebra of Borel sets. For each rational number ¢, let E, be
a measurable set such that {z : f(z) < ¢} = E, N D. Let H,, H, € B be such that H, C £, C H, and
u(Hy \ Hy) = 0. Let H be the conegligible Borel set R™ \ | J(H,, \ H,). Then
{z:(flH)(z)<¢}=HNE,ND=H,NDNH

belongs to the subspace o-algebra B(D) for every g € Q. For irrational a € R, set H, =)
H, € B, and

1€0.>a Hg; then

{z: (f1H)(z) <a} = H,Ndom(f[H).
Thus f[H is Borel measurable.

Remark The emphasis on closed bounded sets in part (b) of this proposition is on account of their important
topological properties, in particular, the fact that they are ‘compact’. This is one of the most important
facts about Lebesgue measure, as will appear in Volume 4. I will discuss ‘compactness’ briefly in §2A2.

134G The Cantor set One of the purposes of the theory of Lebesgue measure and integration is to
study rather more irregular sets and functions than can be dealt with by more primitive methods. In the
next few paragraphs I discuss measurable sets and functions which from the point of view of the present
theory are amenable without being trivial.

(a) The ‘Cantor set’ C' C [0, 1] is defined as the intersection of a sequence (C),)nen of sets, constructed
as follows. Cy = [0,1]. Given that C,, consists of 2" disjoint closed intervals each of length 37", take each of
these intervals and delete the middle third to produce two closed intervals each of length 3="~1; take C,,41
to be the union of the 2"*! closed intervals so formed, and continue. Observe that uC,, = (%)” for each n.
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Approaching the Cantor set

The Cantor set is C' = [,y C. Its measure is

uC = lim,,_, o pC, = limném(g)" =0.

(b) Each C;, can also be described as the set of real numbers expressible as Y °; 377¢; where every ¢; is
either 0, 1 or 2, and ¢; # 1 for j < n. Consequently C itself is the set of numbers expressible as Z;’il 377,
where every ¢; is either 0 or 2; that is, the set of numbers between 0 and 1 expressible in ternary form
without 1’s. The expression in each case will be unique, so we have a bijection ¢ : {0,1}N — C defined by
writing

2

6(2) = 2 3232 3772())

for every z € {0,1}".

134H The Cantor function Continuing from 134G, we have the following construction.
(a) For each n € N we define a function f, : [0,1] — [0, 1] by setting
fa(z) = (3)"u(Cr N[0, 2])

for each = € [0, 1]. Because C,, is just a finite union of intervals, f,, is a polygonal function, with f,(0) =0,
fn(1) = 1; f, is constant on each of the 2™ — 1 open intervals composing [0,1] \ C},, and rises with slope
(%)" on each of the 2" closed intervals composing C,,.

Approaching the Cantor function: the functions fq, f1, f2, f3

If the jth interval of C),, counting from the left, is [y, by;], then f,,(an;) =27"(j—1) and f,,(b,;) = 27"5.
Also, anj = any1,2j-1 and byj = by 255 hence, or otherwise, fr11(an;) = fn(an;) and fry1(bns) = fr(bnj),
and f,4+1 agrees with f,, on all the endpoints of the intervals of C,,, and therefore on [0,1] \ C,,.

Within any particular interval [a,;, bn;]| of Cy,, the greatest difference between f,,(x) and f,,41(z) is at the
new endpoints within that interval, viz., b,41.2;—1 and a,11,25; and the magnitude of the difference is %2*"
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(because, for instance, fn(b7l+172j_1) = %fn(anj) + %fn(bnj), while fn+1(b7b+1,2j—1) = %fn(anj) + %fn(bn]))
Thus we have |fi1(z) — fo(z)] < §27" for every n € N, x € [0,1]. Because > 07 £27" < 00, (fn)nen is
uniformly convergent to a function f : [0,1] — [0,1], and f will be continuous. f is the Cantor function

or Devil’s Staircase.

The Cantor function

(b) Because every f, is non-decreasing, so is f. If x € [0,1] \ C, there is an n such that z € [0,1] \ Cp;
let I be the open interval of [0,1] \ C,, containing z; then f,,+1 agrees on I with f,, for every m > n, so
f agrees on I with f,, and f is constant on I. Thus, in particular, the derivative f’(z) exists and is 0 for
every x € [0,1]\ C; so f' is zero almost everywhere on [0, 1]. Also, of course, f(0) = 0 and f(1) = 1, because
fn(0) =0, fn(1) =1 for every n. It follows that f : [0,1] — [0, 1] is surjective (by the Intermediate Value
Theorem).

(c) Let ¢ : {0,1}" — C be the function described in 134Gb. Then f(¢(z)) = 5 >_72,2772(j) for every
z€{0,1}N. P Fix 2z = ({o, (1, (2, - -~ ) in {0,1}N, and for each n take I,, to be the component interval of C,,
containing ¢(z). Then I, 11 will be the left-hand third of I,, if ¢, = 0 and the right-hand third if {, = 1.
Taking a,, to be the left-hand endpoint of I,,, we see that

n+1 = Gn + %37716“ fn+1(an+1) = fn(an) + %2771@71

for each n. Now

1

¢(Z) = hmn—>oo Ay f((b(z)) = hmn—»oo f(an) = hmn—>oo fn(an) = 5 200:0 2_jgj7

as claimed. Q
In particular, f[C] = [0,1]. P Any z € [0,1] is expressible as 771277/ 7'2(j) = f(¢(2)) for some
ze{0,1}V. Q

1341 The Cantor function modified I continue the argument of 134G-134H.

(a) Consider the formula

g(x) = 3 (@ + f(@)),

where f is the Cantor function, as defined in 134H; this defines a continuous function ¢ : [0,1] — [0, 1]
which is strictly increasing (because f is non-decreasing) and has ¢g(0) = 0, g(1) = 1; consequently, by the
Intermediate Value Theorem, g is bijective, and its inverse g~ : [0,1] — [0, 1] is continuous.
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Now g[C] is a closed set and pg[C] = 5. I Because g is a bijection, [0,1] \ g[C] = g[[0,1] \ C]. For each
of the open intervals I, = ]by;,an j+1[ making up [0,1] \ C,, we see that g[I;,] = ]g(bn;), g(an, j+1)] has
length just half the length of I;,,. Consequently g¢[[0,1]\ C] = Un21,1§j<2" g[In;] is open, and

_— _—
1
1(g[[0,1]\ Cr]) = Z 9(an 1) = 9(bnj) = 3 Z An,j+1 — bnj
j=1 j=1

= 2u([0,1]\ Co) =2 (1= 3)")
(134Ga). Because {[0,1] \ Cp)nen is an increasing sequence of sets with union [0,1] \ C,
ug(([0, 1]\ C1) = limi o g (0,1 Ca]) = 5.
So g[C] =1[0,1] \ g[[0,1] \ C] is closed and ug[C] = 1. Q
(b) By 134D there is a set D C R such that
1 (g[C] N D) = p*([C\ D) = pg[C] = 3;

set A = g[C]ND. Of course A cannot be measurable, since p* A+u*(g[C]\ A) > ug[C]. However, g~1[A] C C
must be measurable, because ;*C = 0. This means that if we set h = x(¢7[A4]) : [0,1] — R, then h is
measurable; but hg~! = yA :[0,1] — R is not.

Thus the composition of a measurable function with a continuous function need not be
measurable. Contrast this with 121Eg.

134J More examples I think it is worth taking the space to spell out two more of the basic examples
of Lebesgue measurable set in detail.

(a) As already observed in 114G, every countable subset of R is negligible. In particular, Q is negligible
(111Eb). We can say more. Let (g, )nen be a sequence running over Q, and for each n € N set

I, = ]Qn =277 gn + 27”[7

Gn = Uan Ik‘

Then G,, is an open set of measure at most » ;- 2- 2% = 4.27" and it contains all but finitely many
points of Q, so is dense (that is, meets every non-trivial interval). Set F,, = R\ G,,; then F, is closed,
w(R\ F,,) < 4/2™ but F,, does notcontain g for any k > n, so F), cannot include any non-trivial interval.
Observe that (G,,),en is non-increasing so (F),),en is non-decreasing.

(b) We can elaborate the above construction, as follows. There is a measurable set F C R such that
uw(INE)>0and p(I\ E) > 0 for every non-trivial interval I C R. P First note that if k, n € N, there is
a j > n such that ¢; € I, so that I, N I; # 0 and p(I; \ F,,) > 0. Now there must be an [ > n such that
MGl < .u(Ik \ Fn)) so that

,u(Ik N F; \ Fn) = /J,((Ik \ Fn) \Gl) > 0.

Choose ng < ny; <mng < ... as follows. Start with ng = 0. Given ngi, where k € N, choose nag11, nok+2
such that

/‘l’(‘[k'anZk+1 \Fan) > 01 N(Ikan%-;-z \Fn2k+1) > 0.

Continue.
On completing the induction, set

E= UkeN Fn2k+1 \ F’nzk? H= UkeN F"2k+2 \ F7l2k+1 .
Because (F})en is non-decreasing, ENH = . If k € N, ENI;, and HN I} both have positive measure. But if
a < bin R, there is an m € N such that 4-27™ < b—a; now there is a k > m such that ¢ € [a+27™,b—27™],
so that I} C Ja,b[ and
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W(ENab) > p(ENL) >0, plab{\E)>u(HNL)>0. Q

(c) This shows that F and its complement are measurable sets which are not merely both dense (like
Q and R\ Q), but ‘essentially’ dense in that they meet every non-empty open interval in a set of positive
measure, so that (for instance) E'\ A is dense for every negligible set A.

*134K Riemann integration I have tried, in writing this book, to assume as little prior knowledge
as possible. In particular, it is not necessary to have studied Riemann integration. Nevertheless, if you have
worked through the basic theory of the Riemann integral — which is, indeed, not only a splendid training in
the techniques of e- analysis, but also a continuing source of ideas for the subject — you will, I hope, wish to
connect it with the material we are looking at here; both because you will not want to feel that your labour
has been wasted, and because you have probably developed a number of intuitions which will continue to be
valuable, if suitably adapted to the new context. I therefore give a brief account of the relationship between
the Riemann and Lebesgue methods of integration on the real line.

(a) There are many ways of describing the Riemann integral; I choose one of the popular ones. If [a, b] is
a non-trivial closed interval in R, then I say that a dissection of [a,b] is a finite list D = (ag,a1,... ,an),
where n > 1, such that a = a9 < a1 < ... < a, =b. If now f is a real-valued function defined (at least) on
[a, b] and bounded on [a, b], the upper sum and lower sum of f on [a,b] derived from D are

Sp(f) =iy (ai — aio1)sup,eia, ,ai F(2),

sp(f) =201 (ai — ai—1) infagia, a0 f(2)-

You have to prove that if D and D’ are two dissections of [a, b], then sp(f) < Sp/(f). Now define the upper
Riemann integral and lower Riemann integral of f to be

Ula,p)(f) = inf{Sp(f) : D is a dissection of [a, b]},

Liap)(f) = sup{sp(f) : D is a dissection of [a, b]}.

Check that Ly, 4)(f) is necessarily less than or equal to Uy, 3(f). Finally, declare f to be Riemann in-
tegrable over [a,b] if Ujq 4 (f) = Ljap(f), and in this case take the common value to be the Riemann

integral y‘i;f of f over [a, b].

(b) If f : [a,b] — R is Riemann integrable, it is Lebesgue integrable, with the same integral. I For any
dissection D = (ag, ... ,ay) of [a,b], define gp, hp : [a,b] — R by saying

gp(x) =inf{f(y) : y € Ja;—1,a;[} if a;—1 <z < a;, g¢gp(a;) = f(a;) for each 4,

hp(z) =sup{f(y) : y € |a;—1,a;[} if a;_1 < x < a;, hp(a;) = f(a;) for each i.

Then gp and hp are constant on each interval Ja;_1,a;[, so all sets {z : gp(z) < ¢}, {x : hp(x) < ¢} are
finite unions of intervals, and gp and hp are measurable; moreover,

S gpdp = sp(f), [ hpdp = Sp(f).

%lbf = Lia ) (f) = sup/gpdu < /fdp,
/fdu<1nf/hpdu Uy (f 7( .

and [fdu = Jfdv = y‘{ [, so that [ fdu exists and is equal to ﬁ f(133Jd). Q

Consequently

(c) The discussion above is of the ‘proper’ Riemann integral, of bounded functions on bounded intervals.
For unbounded functions and unbounded intervals, one uses various forms of ‘improper’ integral; for instance,

the improper Riemann integral fo Sm”dm is taken to be lim, o0 f * S“;”dx while fol Inx dx is taken to
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be limg o fal Inxdz. Of these, the second exists as a Lebesgue integral, but the first does not, because
fooo \% |dx = oco. The power of the Lebesgue integral to deal directly with ‘absolutely integrable’ unbounded
functions on unbounded domains means that what one might call ‘conditionally integrable’ functions are
pushed into the background of the theory. In Chapter 48 of Volume 4 I will discuss the general theory of
such functions, but for the time being I will deal with them individually, on the rare occasions when they
arise.

*134L There is in fact a beautiful characterisation of the Riemann integrable functions, as follows.

Proposition If a < b in R, a bounded function f : [a,b] — R is Riemann integrable iff it is continuous
almost everywhere on [a, b].

proof (a) Suppose that f is Riemann integrable. For each x € [a, ], set

g(x) = sups~.o infyeia,p)0<|y—z|<s f(¥),

h(x) = infs~o SUPye[a,b],0<|y—z| <8 (),
) =

so that f is continuous at z iff g(z h(z). We have g < f < h, so if D is any dissection of [a,b] then
Sp(g) < Sp(f) < Sp(h) and sp(g) < sp(f) < sp(h). But in fact Sp(f) = Sp(h) and sp(g) = sp(f),
because on any open interval |c, d[ C [a, b] we must have

infreje,a) 9(z) = infoejear f(2),  SUPgeiea f(T) = Supyecap (7).
It follows that

L[a,b](f) - L[a,b] (g) < U[a,b] (g) < U[a,b](f)a

Ligp)(f) < Ligp)(h) < Ujgp(h) = Upa,p) (f)-

Because f is Riemann integrable, both g and A must be Riemann integrable, with integrals equal to }ﬁf f.
By 134Kb, they are both Lebesgue integrable, with the same integral. But g < h, so g = h a.e., by 122Rd.
Now f is continuous at any point where g and h agree, so f is continuous a.e.

(b) Now suppose that f is continuous a.e. For each n € N, let D,, be the dissection of [a,b] into 2™ equal

portions. Set
hn(z) = supyeie.ar F(Y),  gn(®) = infye)c qr f(y)
if Je,d[ is an open interval of D,, containing x; for definiteness, say h,(z) = gn(z) = f(z) if = is one of
the points of the list D,,. Then (g, )nen, (An)nen are, respectively, increasing and decreasing sequences of
functions, each function constant on a each of a finite family of intervals covering [a, b]; and sp, (f) = [ gndp,
Sp, (f) = [ hndu. Next,
lim,, oo gn(x) = limy,— o0 hp () = f(2)

at any point x at which f is continuous; so f = lim,,_. g, a.e. and f = lim,,_ h, a.e. By Lebesgue’s
Dominated Convergence Theorem (123C), lim, oo [ gndp = [ fdp = lim,, .o [ hypdy; but this means that

L[a,b](f) > f fd;u' > U[a,b](f)v

so these are all equal and f is Riemann integrable.

134X Basic exercises >(a) Show that if f is an integrable real-valued function on R”, then [ f(z+a)dx
exists and is equal to [ f for every a € R". (Hint: start with simple functions f.)

(b) More generally, show that if £ C R" is measurable and f is a real-valued function which is integrable
over F in the sense of 131D, then fE_a f(z + a)dx exists and is equal to fE f for every a € R".

>(c) Let v, be a Lebesgue-Stieltjes measure on R, constructed as in 114Xa from a non-decreasing function
g:R — R, and ¥, its domain. (See also 132Xh.) Show that
(i) if A C R is any set, then
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vy A =inf{y,G : G is open, G 2 A}
= min{v,H : H is Borel, H D A};
(ii) if F € 3, then
vgE = sup{v,F : F is closed and bounded, F' C E},

and there are Borel sets Hy, Hy such that H; C E C Hy and vy(Ha \ H1) = vy(H2 \ E) = v4(E \ Hy) = 0;
(iii) if A C R is any set, then A has a measurable envelope which is a Borel set;
(iv) if f is a ¥ -measurable real-valued function defined on a subset of R, then there is a v,-conegligible
Borel set H C R such that f[H is Borel measurable.

(d) Let f, g be functions from R to itself. Show that (i) if f and g are both Borel measurable, so is their
composition fg (ii) if f is Borel measurable and g is Lebesgue measurable, then fg is Lebesgue measurable
(iii) if f is Lebesgue measurable and ¢ is Borel measurable, then fg need not be Lebesgue measurable.

(e) Let C C [0,1] be the Cantor set. Show that {z+y: 2,y C}=[0,2], {r—y:z,y € C}=[-1,1].

(f) Show that for any integer r > 1 there is a measurable set E C R” such that E and R" \ E both meet
every non-empty open interval in a set of strictly positive measure.

(g) Show that if C' C R is any non-negligible set, it has a non-measurable subset. (Hint: use the method
of 134B, taking the relation ~ on a suitable bounded subset of C' in place of [0, tbf1][.)

134Y Further exercises (a) Fix ¢ > 0. For A C R" set cA = {cx : = € A}. (i) Show that
w*(cA) = " u* A for every A CR”. (ii) Show that cE is measurable for every measurable £ C R".

(b) Let { frnn)m.neNs (fm)men, [ be real-valued measurable functions defined almost everywhere on R” and
such that f,, = lim, oo finn a.e. for each m, f = lim,, . fmn a.e. Show that there is a sequence (nj) ey such
that f = limy_.o fr.n, a.e. (Hint: take ny such that the measure of {x : ||| <k, |fi(z) — fr.n, (2)| > 27%}
is at most 2% for each k.)

(c) Let f be a measurable real-valued function defined almost everywhere on R". Show that there is
a sequence (f,)nen of continuous functions converging to f almost everywhere. (Hint: Deal successively
with the cases (i) f = xI where [ is a half-open interval (ii) f = x(U,<, x;) where Iy, ... , I, are disjoint
half-open intervals (iii) f = xF where E is a measurable set of finite measure (iv) f is a simple function (v)
general f, using 134Yb at steps (iii) and (v). This is a version of Lusin’s theorem.)

(d) Let f be a real-valued function defined on a subset of R”. Show that the following are equiveridical:
(i) f is measurable (ii) whenever £ C R" is measurable and puE > 0, there is a measurable set F' C E such
that pF > 0 and f[F is continuous (iii) whenever E C R” is measurable and v < pF, there is a measurable
F C FE such that pF' > ~v and f[F is continuous. (Hint: for (i)=-(iii), use 134Yc and 131Ya; for (ii)=-(i)
use 121D.)

(e) Let v be a measure on R which is translation-invariant in the sense of 134Ab, and such that v[0, 1]
is defined and equal to 1. Show that v agrees with Lebesgue measure on the Borel sets of R. (Hint: Show
first that [a, 1] belongs to the domain of v for every a € [0, 1], and hence that every half-open interval of
length at most 1 belongs to the domain of v; show that v[a,a +27"[ = 27" for every a € R, n € N, and
hence that v [a,b] = b — a whenever a < b.)

(f) Let v be a measure on R” which is translation-invariant in the sense of 134Ab, where r > 1, and such
that v[0,1] is defined and equal to 1. Show that v agrees with Lebesgue measure on the Borel sets of R".

(g) Show that if f is any real-valued integrable function on R, and ¢ > 0, there is a continuous function
g : R — R such that {z : g(z) # 0} is bounded and [ |f — g| <e. (Hint: show that the set ® of functions f
with this property satisfies the conditions of 122Yb.)
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(h) Repeat 134Yg for real-valued integrable functions on R”, where r > 1.
(i) Repeat 134Fd, 134Xa, 134Xb, 134Yb, 134Yc, 134Yd, 134Yg and 134Yh for complex-valued functions.

(j) Show that if G C R" is open and not empty, it is expressible as a disjoint union of a sequence of
half-open intervals each of the form {z : 27™n; < & < 27™(n; + 1) for every ¢ < r} where m € N,
Niy... Ny € 2.

(k) Show that a set £ C R" is Lebesgue negligible iff there is a sequence (C),)nen of hypercubes in R”
such that £ C (), cy Ups,, Cr and Y77 ((diam Cy)" < oo, writing diam Cj, for the diameter of Cj.

(1) Show that there is a continuous function f : [0,1] — [0,1]? such that pyf~'[E] = ueE for every
measurable £ C [0, 1]?, writing uy, po for Lebesgue measure on R, R? respectively. (Hint: for each n € N,
express [0,1]? as the union of 4™ closed squares of side 27"; call the set of these squares D,,. Construct
continuous f, : [0,1] — [0, 1]?, families (Ip)pep, inductively in such a way that each Ip is a closed interval
of length 4= and f,[Ip] = D for D € D,,, m > n. The induction will proceed more smoothly if you
suppose that the path f, enters each square in D,, at a corner and leaves at an adjacent corner. Take
f =lim, o fn. This is a special kind of Peano or space-filling curve.)

(m) Show that if » < s there is a continuous function f : [0,1]" — [0,1]* such that p,f~}[E] = usE for
every measurable F C [0,1]%, writing u,, pus for Lebesgue measure on R", R® respectively.

(n) Show that there is a continuous function f : R — R? such that u; f~1[E] = paE for every measurable
E C R?, writing u1, po for Lebesgue measure on R, R2 respectively.

(o) Show that the function f : [0,1] — [0, 1]? of 134Y] may be chosen in such a way that usf[E] = n E
for every Lebesgue measurable set E C [0, 1]. (Hint: using the construction suggested in 134Y1, and setting
H = f~*([0,1]\ Q)?], fI H will be an isomorphism between (H, u1,57) and (f[H], ji2, (p7), Writing i1, 5 and
pa, 1) for the subspace measures.)

(p) Show that R can be expressed as the union of a disjoint sequence (E,),ecn of sets of finite measure
such that u(I N E,) > 0 for every non-empty open interval I C R and every n € N.

(q) Show that for any » > 1, R” can be expressed as the union of a disjoint sequence (F,)nen of sets of
finite measure such that u(G N E,) > 0 for every non-empty open set G C R” and every n € N.

(r) Show that there is a disjoint sequence (A, ) en of subsets of R such that u*(A, N E) = uE for every
measurable set E and every n € N. (Remark: in fact there is a disjoint family (A:):er with this property,
but I think a new idea is needed for this extension.)

(s) Repeat 134Yr for R", where r > 1.

(t) Describe a Borel measurable function f : [0,1] — [0,1] such that f[A is discontinuous at every point
of A whenever A C [0,1] is a set of full outer measure.

(u) Let (E,,)nen be a sequence of non-negligible measurable subsets of R”. Show that there is a measurable
set E C R” such that all the sets E, N E, E,, \ E are non-negligible.

134 Notes and comments Lebesgue measure enjoys an enormous variety of special properties, corre-
sponding to the richness of the real line, with its algebraic and topological and order structures. Here I have
only been able to hint at what is possible.

There are many methods of constructing non-measurable sets, all significant; the one I give here is perhaps
the most accessible, and shows that translation-invariance is (subject to the axiom of choice) an insuperable
barrier to measuring every subset of R.

In 134F I list some of the basic relationships between the measure and the topology of Euclidean space.
Others are in 134Yc, 134Yd and 134Yg; see also 134Xc. A systematic analysis of these will take up a large
part of Volume 4.
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The Cantor set and function (134G-134I) form one of the basic examples in the theory. Here I present
them just as an interesting design and as a counter-example to a natural conjecture. But they will re-appear
in three different chapters of Volume 2 as illustrations of three quite different phenomena.

The relationship between the Lebesgue and Riemann integrals goes a good deal deeper than I wish to
explore just at present; the fact that the Lebesgue integral extends the Riemann integral (134Kb) is only a
small part of the story, and I should be sorry if you were left with the impression that the Lebesgue integral
therefore renders the Riemann integral obsolete. Without going into the details here, I hope that 134F and
134Yg make it plain that the Lebesgue integral is in some sense the canonical extension of the Riemann
integral. (This, at least, I shall return to in Chapter 43.) Another way of looking at this is 134Yf; the
Lebesgue integral is the basic translation-invariant integral on R".
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135 The extended real line

It is often convenient to allow ‘co’ into our formulae, and in the context of measure theory the appropriate
manipulations are sufficiently consistent for it to be possible to develop a theory of the extended real line,
the set [—00,00] = R U {—00, 00}, sometimes written R. I give a brief account without full proofs, as I
hope that by the time this material becomes necessary to the arguments I use it will all appear thoroughly
elementary.

135A The algebraic structure of [—oco, 0] (a) If we write
at+oco=00+a=00, a+(—0)=(—00)+a=—-00
for every a € R, and
00+ 00 =00, (—00)+(—00)=—00,

but refuse to define oo + (—o0) or (—oc) 4+ 0o, we obtain a partially-defined binary operation on [—o0, 0],
extending ordinary addition on R. This is associative in the sense that
if u, v, w € [—00, 0] and one of u + (v + w), (u+ v) + w is defined, so is the other, and they
are then equal,
and commutative in the sense that
if u, v € [—00,00] and one of u + v, v 4+ u is defined, so is the other, and they are then equal.
It has an identity 0 such that «w +0 =0+ u = u for every u € [—00, 00]; but 0o and —oo lack inverses.

(b) If we define

a-00=00-a=00, a-(—00)=(-0) a=-00
for real a > 0,
a-00=00-a=-00, a-(—00)=(—00)-a=0c0
for real a < 0,
0000 =(—00) (—0) =00, (—00)-00=00"(—00)=—00,

0-c0o=00:-0=0(—00)=(—00)-0=0

then we obtain a binary operation on [—o0, 00| extending ordinary multiplication on R, which is associative
and commutative and has an identity 1; 0, co and —oco lack inverses.

(c) We have a distributive law, a little weaker than the associative and commutative laws of addition:
if u, v, w € [—00, 0] and both u(v + w) and uv + uw are defined, then they are equal.
(But note the problems which arise with such combinations as co(1 + (—=2)), 0- 00 + 0 (—0).)

(d) While co and —oo do not have inverses in the semigroup ([—o0, ], -), there seems no harm in writing
ajoo = a/(—o00) = 0 for every a € R. But of course such an extension of the notion of division must be
watched carefully in such formulae as v - .
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135B The order structure of [—oo, 0] (a) If we write
—o00 < u < oo for every u € [—o0, 00],

we obtain a relation on [—o0, 00|, extending the usual ordering of R, which is a total ordering, that is,
for any u, v, w € [—00, 0], if u < v and v < w then u < w,
u < u for every u € [—o0, 0],
for any u, v € [—00, 00|, if u < v and v < u then u = v,
for any u, v € [—00, 00, either u < v or v < w.
Moreover, every subset of [—00, 0o] has a supremum and an infimum, if we write sup ) = —oo, inf ) = oco.

(b) The ordering is ‘translation-invariant’ in the weak sense that
if u, v, w € [—00,00] and v < w and u + v, u + w are both defined, then u + v < u + w.
It is preserved by non-negative multiplications in the sense that
if u, v, w € [—00,00] and 0 < uw and v < w, then wv < uw,
while it is reversed by non-positive multiplications in the sense that
if u, v, w € [—00,00] and u < 0 and v < w, then vw < ww.

135C The Borel structure of [—oco,00] We say that a set E C [—00, 0] is a Borel set in [—oco, 0]
if F N R is a Borel subset of R. It is easy to check that the family of such sets is a o-algebra of subsets of
[—o00, 00]. See also 135Xb below.

135D Convergent sequences in [—0o0, 00] We can say that a sequence (u,, )pen in [—00, 00] converges
to u € [—o0, 0] if
whenever v < u there is an ng € N such that v < u,, for every n > ng, and whenever v < v
there is an ng € N such that u, < v for every n > ng;

alternatively,
either u € R and for every ¢ > 0 there is an ng € N such that u,, € [u — d,u + §] for every
n 2 no
or u = —oo and for every a € R there is an ng € N such that u,, < a for every n > ng

or u = oo and for every a € R there is an ng € N such that u,, > a for every n > ny.
(Compare the notion of convergence in 112Ba.)

135E Measurable functions Let X be any set and ¥ a o-algebra of subsets of X.

(a) Let D be a subset of X and Xp the subspace o-algebra (121A). For any function f : D — [—o0, 00],
the following are equiveridical:
(i) {z: f(z) <u} € Ep for every u € [—o0, x0];
(i) {z : f(z) <u} € Ep for every u € [—00, x0];
(iii) {z : f(z) > u} € Tp for every u € [—00, o0];
(iv) {z : f(z) > u} € Ep for every u € [—o0, x];
(v) {z: f(z) < q} € Tp for every q € Q.
P The proof is almost identical to that of 121B. The only modifications are:

—in (i)=(ii), {z : f(z) < oo} and {z : f(z) < —oo} are not necessarily equal to (), iz : f(z) <
00 + 27"}, Npent® @ f(2) < —o0 4 27"}; but the former is D, so surely belongs to ¥p, and the latter is
Mneniz @ f(z) < —n}, so belongs to ¥p.

—In (ili)=(iv), similarly, we have to use the facts that

{z: f(x) > —oc} =D € Ep, {zx:f(xr)>o00}=,enlz: f(z) >n} € Ep.

— Concerning the extra condition (v), of course we have (ii)=-(v), but also we have (v)=-(i), because

{z: f(z) <u} =Ueggenir: f(2) <4}

for every u € [—o0,0]. Q
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(b) We may therefore say, as in 121C, that a function taking values in [—o0, 00| is measurable if it
satisfies these equivalent conditions.

(c) Note that if f: D — [—00,00] is X-measurable, then

Exo(f) = f {oo}] ={z: f(z) > 00}, E_o(f) = f [{—00}] ={z: f(z) < —oc}
must belong to Xp, while fr = fID \ (Exo(f) U E_oo(f)), the ‘real-valued part of f’, is measurable in the
sense of 121C.

(d) Conversely, if E,, and F_., belong to ¥p, and fr : D\ (Ex U F_») — R is measurable, then
f: D — [-o00,00] will be measurable, where f(z) = oo if 2 € Fu, f(z) = —0 if 2 € E_, and
f(z) = fr(z) for other z € D.

(e) It follows that if f, g are measurable functions from subsets of X to [—o0, 00|, then f + g, f x g and
f/g are measurable. P This can be proved either by adapting the arguments of 121Eb, 121Ed and 121FEe,
or by applying those results to fg and grg and considering separately the sets on which one or both are
infinite. Q

(f) We can say that a function h from a subset D of [—o0, 0] to [—00, 0] is Borel measurable if it
is measurable (in the sense of (b) above) with respect to the Borel o-algebra of [—o00,c0]) (as defined in
135C). Now if X is a set, ¥ is a o-algebra of subsets of X, f is a measurable function from a subset of X to
[—00, 00] and h is a Borel measurable function from a subset of [—00, 00] to [—00, 00|, then hf is measurable.
P Apply 121Eg to h* fg, where h* = h[ (RN Ah~L[R]), and then look separately at the sets {z : f(x) = +o0},
{z:hf(x) =+too}. Q

(g) Let X be a set and X a o-algebra of subsets of X. Let {f,)nen be a sequence of measurable functions
from subsets of X to [—00,00]. Then lim, o fr, sup,cy frn and inf, ey f,, are measurable, if, following the
principles set out in 121F, we take their domains to be

{z 12 €U, enNimsp dom frn, limy, oo fn(2) exists in [—o0, oc]},

ﬂneN dom f,,.
PP Follow the method of 121Fa-121Fc. Q

135F [—oc0, oo]-valued integrable functions (a) We are surely not going to admit a function as
‘integrable’ unless it is finite almost everywhere, and for such functions the remarks in 133B are already
adequate.

(b) However, it is possible to make a consistent extension of the idea of an infinite integral, elaborating
slightly the ideas of 133A. If (X, X, u) is a measure space and f is a function, defined almost everywhere
on X, taking values in [0, 00|, and virtually measurable (that is, such that f[F is measurable in the sense
of 135E for some conegligible set E), then we can safely write ‘[ f = oo’ whenever f is not integrable. We
shall find that for such functions we have [ f+¢g= [f+ [gand [cf = c [ f for every ¢ € [0, 0], using
the definitions given above for addition and multiplication on [0, 0c]. Consequently, as in 122M-1220, we
can say that for a general virtually measurable function f, defined almost everywhere on X, taking values
in [—o00,00], [ f = [fi — [ f> whenever f is expressible as a difference f; — f> of non-negative functions
such that [ fi and [ fo are both defined and not both infinite. Now we have, as always, the basic formulae

Jr+g=[r+[g [Jef=c[f [IfI=1]]]

whenever the right-hand-sides are defined, and [ f < [ g whenever f < g a.e. and both integrals are defined.
It is important to note that [ f can be finite, on this definition, only when f is finite almost everywhere.

135G We now have versions of B.Levi’s theorem and Fatou’s Lemma (compare 133K).

Proposition Let (X, X, 1) be a measure space, and (f,,)nen a sequence of [—o0, 0o]-valued functions defined
almost everywhere on X which have integrals defined in [—o0, oo].
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(a) If, for each n, f, < fn41 a.e., and —co < sup,cy [ fn, then [sup,cy fr = sup ey [ fn-
(b) If, for each n, f,, > 0 a.e., then [liminf, . fn <liminf, .o [ fs.

proof (a) Note that f = sup, ¢y f, is defined everywhere on [,y dom f,,, which is almost everywhere; and
that there is a conegligible set F such that f, [ E is measurable for every n, so that f[FE is measurable. Now
if w = sup,cy [ fn is finite, then all but finitely many of the f,, must be finite almost everywhere, and the
result is a consequence of B.Levi’s theorem for real-valued functions; while if u = co then surely [ sup,cy fn
is infinite.

(b) As in 123B or 133K, this now follows, applying (a) to g, = inf,,>, fm.

135H Upper and lower integrals again (a) All the results of 133J are valid for functions taking
values in [—o0, 00] rather than in R.

(b) Corresponding to 133K, we have the following. Let (X, X, ) be a measure space, and (fn)nen a
sequence of [—o0o, oo]-valued functions defined almost everywhere on X.

(i) If, for each n, f, < fni1 a.e., and sup,,cy Tfn > —o0, then TsupneN frn = sup,en Tfn
(ii) If, for each n, f, > 0 a.e., then [liminf, .o f, <liminf, .o [ fo.
135X Basic exercises (a) We say that a set G C [—00, 0] is open if (i) GNR is open in the usual
sense as a subset of R (ii) if oo € G, then there is some a € R such that Ja,00] C G (iii) if —co € G then

there is some a € R such that [—oo,a] C G. Show that the family ¥ of open subsets of [—o00,o0] has the
properties corresponding to (a)-(d) of 1A2B below.

(b) Show that the Borel sets of [—00,00] as defined in 135C are precisely the members of the o-algebra
of subsets of [—00, 00| generated by the open sets as defined in 135Xa.

>(c) Define ¢ : [—00, 00] — [—1,1] by setting

¢(—o00) = -1, ¢(z) =tanhzx = e -1

) if —co <z <00, ¢(c0)=1.

Show that (i) ¢ is an order-isomorphism between [—oo,00] and [—1,1] (ii) for any sequence (up)nen in
[—00, 00], {(Uun)nen — w iff (d(un))nen — @(u) (iii) for any set E C [—o00, 0], E is Borel in [—o0, oo] iff ¢[E]
is a Borel subset of R.

>(d) Let X be a set, ¥ a o-algebra of subsets of X, f a function from a subset of X to [—00, 00]. Show
that f is measurable iff the composition ¢f is measurable, where ¢ is the function of (c¢) above. Use this to
reduce 134Ea, 134Ef and 134Eg to the corresponding results in §121.

(e) Let ¢ : [~00,00] — [~1,1] be the function described in 135Xc. Show that the functions
(t,u) = o(¢~H(t) + o7 (W) « [L 12\ {(-1,1), (1, 1)} — [-1,1],
(t,u) = o(6~ (o™ (u) : [-1,1)* — [-1,1],
(t,u) = (o~ (1) /¢~ (w) + ([=1,1] x ([=1, 2]\ {0}) \ {(£L, £1)} — [-1,1]

are Borel measurable. Use this with 121K to prove 135Ee.

(f) Following the conventions of 135Ab and 135Ad, give full descriptions of the cases in which uw//vv’ =
(u/v)(u' /v") and in which uw/vw = u/v.

(g) Let (X,X, 1) be a measure space and suppose that £ € ¥ has non-zero finite measure. Let f be a
virtually measurable [—o0, co]-valued function defined on a subset of X and suppose that f(z) is defined
and greater than « for almost every = € E. Show that [ pf>auk.
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135Y Further exercises (a) Let X be a set and ¥ a o-algebra of subsets of X. Show that if f: X —

[0, 00] is X-measurable, there is a sequence (E,)nen in X such that f =37 %HXE"'

135 Notes and comments I have taken this exposition into a separate section partly because of its length,
and partly because I wish to emphasize that these techniques are incidental to the principal ideas of this
volume. Really all I am trying to do here is give a coherent account of the language commonly used to deal
with a variety of peripheral cases. As a general rule, ‘co’ enters these arguments only as a shorthand for
certain types of triviality. When we find ourselves wishing to assign the values 0o to a function, either
this happens on a negligible set — in which case it is often right, if slightly less comforting, to think of the
function as undefined on that set — or things have got completely out of hand, and the theory has little
useful to tell us.

Of course it is not difficult to incorporate the theory of the extended real line directly into the arguments
of Chapter 12, so that the results of this section become the basic ones. I have avoided this route partly in
an attempt to reduce the number of new ideas needed in the technically very demanding material of Chapter
12 — believing, as I do, that independently of our treatment of +oo it is absolutely necessary to be able to
deal with partially-defined functions — and partly because I do not think that the real line should really be
regarded as a substructure of the extended real line. I think that they are different structures with different
properties, and that the original real line is overwhelmingly more important. But it is fair to say that in
terms of the ideas treated in this volume they are so similar that when you are properly familiar with this
work you will be able to move freely from one to the other, so freely indeed that you can safely leave the
distinction to formal occasions, such as when you are presenting the statement of a theorem.
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For the final section of this volume, I present two theorems on o-algebras, with some simple corollaries.
They are here because I find no natural home for them in Volume 2. While they (especially 136B) are part
of the basic technique of measure theory, and have many and widespread applications, they are not central
to the particular approach I have chosen, and can if you wish be left on one side until they come to be
needed.

136A Lemma Let X be a set, and A a family of subsets of X. Then the following are equiveridical:
(i) X € A, B\ A€ Awhenever A, B€ Aand A C B, and |J,,cy An € A whenever (A;,),en
is a non-decreasing sequence in A;
(i) € A, X\ A € Afor every A € Aand |J,.yAn € A whenever (A,)nen is a disjoint
sequence in A.

proof (i)=-(ii) Suppose that (i) is true. Then of course ) = X \ X belongs to A and X \ A € A for every
Ae A If A, B € A are disjoint, then A C X\ B € A, so (X \ B)\ A and its complement A U B belong
to A. So if (Ay)nen is a disjoint sequence in A, | J,., A; € A for every n, and (J,, oy A is the union of a
non-decreasing sequence in A, so belongs to .A. Thus (ii) is true.

(ii)=-(i) If (ii) is true, then of course X = X \ () belongs to A. If A and B are members of A such that
A C B, then X \ B belongs to A and is disjoint from A, so AU (X \ B) and its complement B \ A belong
to A. Thus the second clause of (i) is satisfied. As for the third, if (4, ),en is a non-decreasing sequence in
A, then Ay, A1 \ Ao, Az \ A1, ... is a disjoint sequence in A, so its union J A, belongs to A.

Definition If A C PX satisfies the conditions of (i) and (ii) above, it is called a Dynkin class of subsets
of X.

neN

136B Monotone Class Theorem Let X be a set and A a Dynkin class of subsets of X. Suppose that
ZC Aissuchthat INJ €T forall I, J €Z. Then A includes the o-algebra of subsets of X generated by
7.

(©) 2000 D. H. Fremlin
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proof (a) Let & be the family of Dynkin classes of subsets of X including Z. Then it is easy to check, using
either (i) or (ii) of 136A, that the intersection ¥ = [ & is also a Dynkin class (compare 111Ga). Because
Ae6, Y CA

(b) If H € 3, then
Sy={E:Ecx, EnHes)

is a Dynkin class. P (o) XNH=He€Xso X €Xy. (f)If A, BeXyand AC Bthen ANH, BNH
belong to ¥ and AN H C BN H; consequently

(BN\A)NH=(BNH)\(ANH)eX

and B\ A € Xpy. () If (A,)nen is a non-decreasing sequence in g, then (A4,, N H),cn is a non-decreasing
sequence in X, so

(UnEN A") NH = UnEN(A” N H) Sy

and J,cnAn € Zn. Q
It follows that if TN H € ¥ for every I € 7, so that Xy O Z, then ¥y € G and must be equal to X.

(c) We find next that GNH € X forall G, H € &. P Take I, J € Z. We know that INJ €Z. As I
is arbitrary, ¥; = ¥ and H € X, that is, HNJ € X. As J is arbitrary, Xy = X and G € Xy, that is,
GNHeX Q

(d) Since ¥ is a Dynkin class, = X \ X € 3. Also
GUH=X\((X\G)N(X\H))eX

for any G, H € ¥ (using (c)). So if (Gy)nen is any sequence in 3, G, = ., Gi € X for each n (inducing
on n). But (G),)nen is now a non-decreasing sequence in ¥, so

UnEN Gn = UnEN G;z € X.

This means that ¥ satisfies all the conditions of 111A and is a o-algebra of subsets of X. Since Z C X,
3 must include the o-algebra X/ of subsets of X generated by Z. So ¥’ C ¥ C A, as required.
(Actually, of course, 3 = ¥/, because ¥/ € &.)

Remark I have seen this result called the Sierpinski Class Theorem and the w-A Theorem.

136C Corollary Let X be a set, and u, v two measures defined on X with domains 3, T respectively.
Suppose that uX = vX < oo, and that Z C ¥ N T is a family of sets such that ul = vI for every I € Z and
INJeZforalll, JeZ. Then pFE =vE for every E in the o-algebra of subsets of X generated by Z.

proof The point is that
A={H:HeXNnT, uH =vH}
is a Dynkin class of subsets of X. I I work from (ii) of 136A. Of course ) € A. If A € A then
WX\NA) =puX —pA=vX —vA=v(X\A)

(because uX = vX < oo, so the subtraction is safe), and X \ A € A. If (A, ),cn is a disjoint sequence in A,
then

pA =30 pdy =30 (vA, = VA,

and (J,cy4n € A Q
Since 7 C A, 136B tells us that the o-algebra ¥’ generated by 7 is included in A, that is, x and v agree
on Y.

136D Corollary Let u, v be two measures on R”, where > 1, both defined, and agreeing, on all
intervals of the form

|—o0,al ={z: 2z <a}={(&,...,&) : & < o for every i <r}
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for a = (ay,...,a.) € R". Suppose further that uR” < co. Then p and v agree on all the Borel subsets of
R".

proof In 136C, take X = R" and Z the set of intervals |—oo,a]. Then INJ € Z for all I, J € Z,
since |—00,a] N]—00,b] = ]—o00,a A b], writing a A b = (min(ay, £1),... ,min(ay, 3.)) if a = (a1,...,a.),

b= (01,...,0) € R". Also, setting n = (n,... ,n) for n € N,
VR” = lim,, o V]|—00,n] = lim,, o0 1] —00, 0] = uR".

So all the conditions of 136C are satisfied and u, v agree on the o-algebra ¥ generated by Z. But this is
just the algebra of Borel sets, by 121J.

136E Algebras of sets: Definition Let X be a set. A family £ C PX is an algebra or field of
subsets of X if

(iypeé
(ii) for every E € &, its complement X \ E belongs to &;
(iii) for every E, F€ £, EUF € £.

136F Remarks (a) I could very well have introduced this notion in Chapter 11, along with ‘c-algebras’.
I omitted it, apart from some exercises, because there seemed to be quite enough new definitions in §111
already, and because I had nothing substantial to say about algebras of sets.

(b) If £ is an algebra of subsets of X, then
ENF=X\((X\E)U(X\F), E\F=En(X\F),

EyUFE,U...UE,, EyNnE/N...NE,
belong to € for all E, F, Ey,... ,E, € £. (Induce on n for the last.)

(c) A o-algebra of subsets of X is (of course) an algebra of subsets of X.

136G Theorem Let X be a set and £ an algebra of subsets of X. Suppose that A C PX is a family
of sets such that

(@) Upen An € A for every non-decreasing sequence (A, )nen in A,

(B) Nyen An € A for every non-increasing sequence (A, )nen in A,

(v) € C A
Then A includes the o-algebra of subsets of X generated by £.

proof I use the same ideas as in 136B.

(a) Let & be the family of all sets S C PX satisfying (a)-(y). Then its intersection ¥ = (| S also satisfies
the conditions. Because A € G, ¥ C A.

(b) If H € 3, then
Sy={E:Ec%, EnHex)

satisfies conditions (a)-(3). P («) If (4, )nen is a non-decreasing sequence in X, then (A, N H) ey is a
non-decreasing sequence in X, so

(UnEN A") NH= UnEN(An N H) €

and |J,,cny An € Xp. (B) Similarly, if (A,)nen is a non-increasing sequence in ¥, then ()
50 (Nen4n € 2. Q

It follows that if EN H € X for every E € &, so that Xy also satisfies (), then ¥y € & and must be
equal to X.

(c) Consequently GNH € X forall G, H € X. P Take E, F € £. We know that ENF € £. As E
is arbitrary, ¥p = ¥ and H € ¥p, that is, HN F € ¥. As F is arbitrary, Xy = ¥ and G € Xy, that is,
GNHeX Q

nenAn NH €%
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(d) Next, * = {X\H : H € £} € 6. P (o) If (4,)nen is a non-decreasing sequence in ¥*, then
(X \ An)nen is a non-increasing sequence in X, so

Unen An = X\ Men(X \ 4,) € B*.

(8) Similarly, if (A, )nen is a non-increasing sequence in ¥*, then

Mnen An = X\ U, en(X\ 4n) € 2.
(VVIHEEecEthen X\E€&so X\Ec€¥and E € ¥*. Q It follows that ¥ C ¥*, that is, that X \ H € &
for every H € X.

(e) Putting (c) and (d) together with the fact that X € ¥ (because X € £) and the union of a non-
decreasing sequence in Y. belongs to ¥ (by condition («)), we see that the same argument as in part (d) of
the proof of 136B shows that ¥ is a o-algebra of subsets of X. So, just as in 136B, we conclude that the
o-algebra generated by & is included in ¥ and therefore in A.

136X Basic exercises >(a) Let X be a set and A a family of subsets of X. Show that the following
are equiveridical:
(i) X € Aand B\ A € A whenever A, B€ Aand A C B;
(i) pe A, X\ A€ Afor every A€ Aand AU B € A whenever A, B € A are disjoint.

(b) Suppose that X is a set and A C PX. Show that A is a o-algebra of subsets of X iff it is a Dynkin
class and AN B € A whenever A, B € A.

(c) Let X be a set, and Z a family of subsets of X such that INJ € Z for all I, J € Z. Suppose that there
is a sequence (I, )nen in Z covering X. Let p, v be two measures on X such that pl, vI are defined, finite
and equal for every I € 7. Show that uE = vFE for every F in the o-algebra X of subsets of X generated
by Z. (Hint: Set u,I = u(ENIL,), vo,E =v(ENIL,) for E € .. Use 136C to show that p,, = v, for each n,
and note that uF = > un(E NI, \ U, ., 1) for every E € 3.)

>(d) Set X ={0,1,2,3},Z = {X,{0,1},{0,2}}. Find two distinct measures p, v on X, both defined on
the o-algebra PX and with ul = vl < oo for every I € 1.

(e) Let X be the family of subsets of [0, 1[ expressible as finite unions of half-open intervals [a, b]. Show
that 3 is an algebra of subsets of [0,1].

(f) Let X be a set, and Z a family of subsets of X such that I NJ € Z whenever I, J € Z. Let X be the
smallest family of sets such that X € ¥, F\ E € ¥ whenever E, F € ¥ and E C F, and Z C X. Show that
Y. is an algebra of subsets of X.

(g) Let X be a set, and £ an algebra of subsets of X. A functional v : £ — R is called (finitely)
additive if ¥(E U F) = vE 4+ vF whenever E, FF € £ and ENF = (). (i) Show that in this case
VEUF)+v(ENF) = vE 4+ vF for all E, F € £. (ii) Show that if vE > 0 for every E € £ then
V(Ujen Bi) < XiogvE; for all By, ...  E, €&.

>(h) Let X be a set, and A a family of subsets of X such that () (), X belong to A () AN B € A for
all A, Be A(y) AUB € A whenever A, B€ Aand AN B ={). Show that {A: A€ A X\ A€ A} is an
algebra of subsets of X.

>(i) Let X be a set, and A a family of subsets of X such that («) §), X belong to A (8) ey An € A
for every sequence (A,)nen in A (7) U, ey An € A for every disjoint sequence (A, )nen in A. Show that
{A:Ac A, X\ Ac A} is a g-algebra of subsets of X.

>(j) Let A be a family of subsets of R such that (i) [,y An € A for every sequence (A, )nen in A (ii)
Unen An € A for every disjoint sequence (A,)nen in A (iii) every open interval ]a,b[ belongs to A. Show
that every Borel subset of R belongs to A. (Hint: show that every half-open interval [a, b], |a, b] belongs to
A, and therefore all intervals |—o0, a], [a, co[; now use 136Xi.)



136 Notes The monotone class theorem 33

>(k) Let X be a set, £ an algebra of subsets of X, and A a family of subsets of X such that («)
Npen An € A for every non-increasing sequence (A, )nen in A (8) U, ey An € A for every disjoint sequence
in A (v) £ C A. Show that the o-algebra of sets generated by £ is included in A. (Hint: use the method of
136B to reduce to the case in which AN B € A for every A, B € A; now use 136Xi.)

(1) Let X be a set. Let G be a family of subsets of X such that (i) GNH € G for all G, H € G (ii) for every
G € G there is a sequence (G )nen in G such that X\ G = (), .y Gn. Let A be a family of subsets of X such
that (a) 0, X € A (8) ,,eny An € A for every non-increasing sequence (A, )nen in A (7) U, ey An € A for
every disjoint sequence in A (§) G C A. Show that the o-algebra of sets generated by G is included in A.

136Y Further exercises (a) Let X be a set and £ an algebra of subsets of X. Let v : £ — [0, 00[ be
a non-negative functional which is additive in the sense of 136Xg. Define 6 : PX — [0, 0o by setting

A =inf{} "  vE, : (E,)nen is a sequence in £ covering A}

for every A C X. (i) Show that 6 is an outer measure on X and that F < vE for every E € £. (ii) Let
1 be the measure on X defined from 6 by Carathéodory’s method, and ¥ its domain. Show that £ C X
and that uE < vE for every E € £. (iii) Show that the following are equiveridical: (o) uE = vE for
every E € £ () 0X = vX (v) whenever (E,)nen is a non-increasing sequence in £ with empty intersection,
lim,, ., vE, = 0.

(b) Let X be a set, £ an algebra of subsets of X, and v a non-negative additive functional on £. Let ¥ be
the o-algebra of subsets of X generated by £. Show that there is at most one measure p on X with domain
Y extending v, and that there is such a measure iff lim, .., vFE, = 0 for every non-increasing sequence
(Ep)nen in € with empty intersection.

136 Notes and comments The most useful result here is 136B; it will be needed in Chapter 27, and
helpful at various other points in Volume 2, often through its corollaries 136C and 136Xc. Of course 136C,
like its corollary 136D and its special case 136Yb, can be used directly only on measures which do not take
the value oo, since we have to know that u(F \ E) = uF — pE for measurable sets E C F'; that is why
it comes into prominence only when we specialize to probability measures (for which the whole space has
measure 1). So I include 136Xc to indicate a technique that can take us a step farther. I do not feel that
we are really ready for general measures on the Borel sets of R”, but I mention 136D to show what kind of
class 7 can appear in 136B.

The two theorems here (136B, 136G) both address the question: given a family of sets Z, what operations
must we perform in order to build the o-algebra ¥ generated by Z? For arbitrary Z, of course, we expect
to need complements and unions of sequences. The point of the theorems here is that if Z has a certain
amount of structure then we can reach ¥ with more limited operations; thus if Z is an algebra of sets, then
monotonic unions and intersections are enough (136G). Of course there are innumerable variations on this
theme. I offer 136Xh-136Xj as a typical result which will actually be used in Volume 4, and 136Xk-136X1
as examples of possible modifications. There is an abstract version of 136B in §313.

Having once started to consider the extension of an algebra of sets to a o-algebra, it is natural to ask
for conditions under which a functional on an algebra of sets can be extended to a measure. The condition
of additivity (136Xg) is obviously necessary, and almost equally obviously not sufficient. I include 136Ya-
136YDb as the most important of many necessary and sufficient conditions for an additive functional to be
extendable to a measure. We shall have to return to this in Volume 4.
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Each volume of this treatise will have an appendix, containing very brief accounts of material which many
readers will have met before but some may not, and which is relevant to some topic dealt with in the volume.
For this first volume the appendix is short, partly because the volume itself is short, but mostly because
the required basic knowledge of analysis is so fundamental that it must be done properly from a regular
textbook or in a regular course. However I do set out a few details that might be omitted from some first
courses in analysis, describing some not-quite-standard notation and the elementary theory of countable sets
(§1A1), open and closed sets in Euclidean space (§1A2) and upper and lower limits of sequences (§1A3).
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1A1 Set theory

In 111E-111F T briefly discussed ‘countable’ sets. The approach there was along what seemed to be the
shortest path to the facts immediately needed, and it is perhaps right that I should here indicate a more
conventional route. I take the opportunity to list some notation which I find convenient but is not universally
employed.

1A1A Square bracket notations I use square brackets [ and | in a variety of ways; the context will
I hope always make it clear what interpretation is expected.

(a) For a, b € R, I write
[a,0] ={z:a <z <b}, Ja,b={z:a<z<b},

[a,0[={z:a <z <b}, Ja,b={x:a<z <>}

It is natural, when these formulae appear, to jump to the conclusion that a < b; but just occasionally it is
useful to interpret them when b < a, in which case I follow the formulae above literally, so that

[aa a] = {a}a }‘La[ = [aa a[ = ]aa a] - (Z)a

[a,b] =]a,b] = [a,b] =]a,b] =0 if b < a.

(b) We can interpret the formulae with infinite a or b; for example,

|—oo,b[={z:xz <b}, Ja,o0o[={r:a<z}, ]—o00,00]=R,
[a,00[={z:z>a}, ]—o0,b]={x:2<b},
and even
0,00]={z:2€R,z>0}U{oo}, [—00,00] =RU{—00,00}.

(c) With some circumspection — since further choices have to be made, which it is safer to set out explicitly
when the occasion arises — we can use similar formulae for ‘intervals’ in multidimensional space R"; see, for
instance, 115A or 136D; and even in general partially ordered sets, though these will not be important to
us before Volume 3.

Extract from by University of Essex, Colchester. This material is copyright. It is issued under the terms of the Design Sci-
ence License as published in http://dsl.org/copyleft/dsl.txt. This is a development version and the source files are not per-
manently archived, but current versions are normally accessible throughhttp://www.essex.ac.uk/maths/staff/fremdh/mt.htm.
For further information contact fremdh@essex.ac.uk.

(©) 1996 D. H. Fremlin
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(d) Perhaps I owe you an explanation for my choice of |a, b[, [a, b] in favour of (a, b), [a,b), which are both
commoner and more pleasing to the eye. In the first instance it is simply because the formula
(1,2) €10,2[ x J1, 3]

makes better sense than its translation. Generally, it leads to a slightly better balance in the number of
appearances of ( and [, even allowing for the further uses of [...] which I am about to specify.

1A1B Direct and inverse images I now describe an entirely different use of square brackets, belong-
ing to abstract set theory rather than to the theory of the real number system.

(a) If f is a function and A is a set, I write
flIAl={f(z):z € Andom f}

for the direct image of A under f. Note that while A will often be a subset of the domain of f, this is not
assumed.

(b) If f is a function and B is a set, I write
B ={z:z€domf, f(x) € B}

for the inverse image of B under f. This time, it is important to note that there is no presumption that
f is injective, or that f~! is a function; the formula f~![] is being given a meaning independent of any
meaning of the expression f~!. But it is easy to see that when f is injective, so that we have a true inverse
function f~! (defined on the set of values of f, f[dom f]), then f~1[B], as defined here, agrees with its
interpretation under (a).

(c) Now suppose that R is a relation, that is, a set of ordered pairs, and A, B are sets. Then I write

R[A] = {y: Jz € A such that (x,y) € R},

R7YB] = {x: 3y € B such that (x,y) € R}.
If we write

R~ ={(y,2): (z,y) € R},
then we have an alternative interpretation of R~![B] which agrees with the one just given. Moreover, if R

is the graph of a function f, that is, if for every x there is at most one y such that (x,y) € R, then the
formulae here agree with those of (i)-(ii) above.

(d) (The following is addressed exclusively to readers who have been taught to distinguish between the
words ‘set’ and ‘class’.) I have used the word ‘set’ more than once above. But that was purely for euphony.
The same formulae can be used with arbitrary classes, though in some set theories the expressions involved
may not be recognised as ‘terms’ in the technical sense.

1A1C Countable sets In 111Fa I defined ‘countable set’ as follows: a set K is countable if either it
is empty or there is a surjective function from N to K. A commoner formulation is to say that a set K is
countable iff either it is finite or there is a bijection between N and K. So I should check at once that these
two formulations agree.

1A1D Proposition Let K be a set. Then the following are equiveridical:
(i) either K is empty or there is a surjection from N onto K

(ii) either K is finite or there is a bijection between N and K;

(iii) there is an injection from K to N.

proof (a)(i)=(iii) Assume (i). If K is empty, then the empty function is an injection from K to N.
Otherwise, there is a surjection ¢ : N — K. Now, for each k € K, set

(k) = min{n :n € N, ¢(n) = k};
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this is always well-defined because ¢ is surjective, so that {n : ¢(n) = k} is never empty, and must have a
least member. Because ¢y(k) = k for every k, v must be injective, so is the required injection from K to N.

(b)(iii)=(ii) Assume (iii); let ¢ : K — N be an injection, and set A = ¢)[K] C N. Then ¢ is a bijection
between K and A. If K is finite, then of course (ii) is satisfied. Otherwise, A must also be infinite. Define
¢ : A — N by setting

dp(m)=#{i:1€ A, i <m}),

the number of elements of A less than m, for each m € A; thus ¢(m) is the position of m if the elements
of A are listed from the bottom, starting at 0 for the least element of A. Then ¢ : A — N is a bijection,
because A is infinite, and ¢ : K — N is a bijection.

(c)(il)=(i) If K is empty, surely it satisfies (i). If K is finite and not empty, list its members as ko, . .. , kp;
now set ¢(i) = k; for i < n, ko for ¢ > n to get a surjection ¢ : N — K. If K is infinite, there is a bijection
from N to K, which is of course also a surjection from N to K. So (i) is true in all cases.

Remark I referred to the ‘empty function’ in the proof above. This is the function with domain (}; having
said this, any, or no, rule for calculating the function will have the same effect, since it will never be applied.
By examining your feelings about this construction you can learn something about your basic attitude to
mathematics. You may feel that it is an artificial irrelevance, or you may feel that it is as necessary as the
number 0. Both are entirely legitimate feelings, and the fully rounded mathematician alternates between
them; but I have to say that I myself tend to the latter more often than the former, and that when I say
‘function’ in this treatise the empty function will generally be in the back of my mind as a possibility.

1A1E Properties of countable sets Let me recapitulate the basic properties of countable sets:

(a) If K is countable and ¢ : K — L is a surjection, then L is countable. P If K is empty then so is L.
Otherwise there is a surjection ¢ : N — K so ¢ is a surjection from N onto L, and L is countable. Q

(b) If K is countable and ¢ : L — K is an injection, then L is countable. I By 1A1D(iii), there is an
injection ¢ : K — N; now ¥¢ : L — N is injective, so L is countable. Q

(c) In particular, any subset of a countable set is countable (as in 111F(b-i)).
(d) The Cartesian product of finitely many countable sets is countable (111Fb(iii)-(iv)).
(e) Z is countable. P The map (m,n) — m —n : N x N — Z is surjective. Q

(f) Q is countable. P The map (m,n) — ;25 : Z x N — Q is surjective. Q

1A1F Another fundamental property is worth distinguishing from these, as it relies on a slightly deeper

argument.

Theorem If K is a countable collection of countable sets, then

UK={z:3K ek, ze€ K}
is countable.
proof Set
K'=K\{0}={K: K eK, K #0};
then K’ C K, so is countable, and | JKX' = |JK. If K’ = ), then
UKk=Uyx =90

is surely countable. Otherwise, let m — K, : N — K’ be a surjection. For each m € N, K, is a non-empty
countable set, so there is a surjection n +— Ky : N — K. Now (m,n) — kpp : NXN — [ K is a surjection
(if k € UK, there is a K € K’ such that k € K; there is an m € N such that K = K,,,; there isan n € N
such that k& = k). So UK is countable, as required.
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*1A1G Remark I divide this result from the ‘elementary’ facts in 1A1E partly because it uses a
different principle of argument from any necessary for the earlier work. In the middle of the proof I wrote
‘so there is a surjection n — k., : N — K,,,”. That there is a surjection from N onto K, does indeed follow
from the immediately preceding statement ‘K, is a non-empty countable set’. The sleight of hand lies in
immediately naming such a surjection as ‘n — k,,;,”. There may of course be many surjections from N to
K,, — as a rule, indeed, there will be uncountably many — and what I am in effect doing here is picking
arbitrarily on one of them. The choice has to be arbitrary, because I am working in a totally abstract
context, and while in any particular application of this theorem there may be some natural surjection to
use, I have no way of forecasting what approach, if any, might offer a criterion for distinguishing a particular
function here. Now it has been a basic method of mathematical argument, from Euclid’s time at least, that
we are willing to give a name to an object, a ‘general point’ or an ‘arbitrary number’, without specifying
exactly which object we are naming. But here I am picking out simultaneously infinitely many objects, all
arbitrary members of certain sets. This is a use of the Axiom of Choice.

I do not recall ever having had a student criticise an argument of the form of that in 1A1F on the grounds
that it uses a new, and possibly illegitimate, principle; I am sure that it never occurred to me that anything
exceptionable was being done in these cases, until someone pointed it out. If you find that discussions of
this kind are irrelevant to your own mathematical interests, you can certainly pass them by, at least until
you reach Volume 5. Mathematical systems have been studied in which the axiom of choice is false; they
are of great interest but for the time being remain peripheral to the subject. Systems in which the axiom of
choice is so false that the union of countably many countable sets is sometimes uncountable have a character
all of their own, and in particular the theory of Lebesgue measure is transformed almost out of recognition;
this particular possibility will not be considered anywhere in this treatise.

For a brief comment on other ways of using the axiom of choice, see 134C.

1A1H Some uncountable sets Of course not all sets are countable. In 114G/115G I remark that all
countable subsets of Euclidean space are negligible for Lebesgue measure; consequently, any set which is not
negligible — for instance, any non-trivial interval — must be uncountable. But perhaps it will be helpful if I
offer here elementary arguments to show that R and PN are not countable.

(a) There is no surjection from N onto R. P Let n — a, : N — R be any function. For each n € N,
express a, in decimal form as

an =kn+0-€p1€n2... =kn+ Y ooy 107 €p,,

where k,, € Z is the greatest integer not greater than a,, and each ¢,; is an integer between 0 and 9;
for definiteness, if a, happens to be an exact decimal, use the terminating expansion, so that the €,; are
eventually 0 rather than eventually 9.

Now define ¢;, for ¢ > 1, by saying that

Gi:6if€ii<6,

Consider a = ko + 1+ Y 5=, 107 %¢;, so that a = kg +1+0- €1€2 ... in decimal form. I claim that a # a,, for
every n. Of course a # ag because ag < kg +1 < a. If n > 1, then €, # €,,; because no ¢; is either 0 or 9,

there is no alternative decimal expansion of a, so the expansion a,, = k,, + 0+ €,1€,2 ... cannot represent a,
and a # an,.
Thus I have constructed a real number which is not in the list ag, a1,.... As {a,)nen is arbitrary, there

is no surjection from N onto R. Q
Thus R is uncountable.

(b) There is no surjection from N onto its power set PN. P Let n — A,, : N — PN be any function. Set
A={n:neN n¢A,}.

If n € N, then
either n € A,,, in which case n ¢ A,
orn ¢ A,, in which case n € A.
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Thus in both cases we have n € AAA,,, so that A # A,,. As n is arbitrary, A ¢ {4,,: n € N} and n — A4,
is not a surjection. As (A, )nen is arbitrary, there is no surjection from N onto PN. Q
Thus PN is also uncountable.

1A1I Remark In fact it is the case that there is a bijection between R and PN (2A1Ha); so that the
uncountability of both can be established by just one of the arguments above.

1A1 Notes and comments The ideas of this section are essentially due to G.F.Cantor. These concepts
are fundamental to modern set theory, and indeed to very large parts of modern pure mathematics. The
notes above hardly begin to suggest the extraordinary fertility of these ideas, which need a book of their
own for their proper expression; my only aim here has been to try to make sense of those tiny parts of
the subject which are needed in the present volume. In later volumes I will present results which call on
substantially more advanced ideas, which I will discuss in appendices to those volumes.
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1A2 Open and closed sets in R”

In 111G I give the definition of an open set in R or R, and in 121D I use, in passing, some of their basic
properties; perhaps it will be helpful if I set out a tiny part of the elementary theory.

1A2A Open sets Recall that a set G C R is open if for every x € G there is a § > 0 such that
Jx — 8,2 4+ & C G; similarly, a set G C R" is open if for every « € G there is a § > 0 such that U(z,d) C G,

where U(z,8) = {y : |ly — z|| < 0}, and ||z|| = /¢ +...+ ¢ if 2z = ((1,...,¢). Henceforth I give the
arguments for general r; if you are at present interested only in the one-dimensional case, you should have
no difficulty in reading them as if » = 1 throughout.

1A2B The family of all open sets Let T be the family of open sets of R". Then ¥ has the following
properties:

(a) 0 € T, that is, the empty set is open. PP Because the definition of ‘] is open’ begins with ‘for every
z €0, ...°, it must be vacuously satisfied by the empty set. Q

(b) R™ € T, that is, the whole space under consideration is an open set. B U(x,1) C R" for every z € R".

Q
(¢) If G, H € T then GN H € ¥; that is, the intersection of two open sets is always an open set. I Let

x € GN H. Then there are 61, d2 > 0 such that U(z,1) C G, U(z,d2) € H. Set 6 = min(dy,d2) > 0; then
U(z,d) ={y: |ly — z|| <min(d1,d2)} = U(x,d;) NU(x,02) CGNH.

As x is arbitrary, G N H is open. Q
(d) If G C F, then

UGg={z:3GeG,zeG}e%;

that is, the union of any family of open sets is open. I Let 2 € |JG. Then there is a G € G such that
r € G. Because G € T, there is a § > 0 such that

U(x,6) CGCUG.
As z is arbitrary, | JG €. Q

1A2C Cauchy’s inequality: Proposition For all z, y € R", ||z + y| < ||z| + ||y||-

proof Express = as (&1,...,&), y as (m,...,nr); set & = ||z||, B = |ly|]|- Then both a and /8 are non-
negative. If @ = 0 then 7, £ = 0 so0 every &; = 0 and = = 0, so [lz +y|| = |ly| = [|=| + [ly; if B =0,
then y = 0 and ||z + y|| = [|=| = [|=]| + [|ly||. Otherwise, consider

(©) 1994 D. H. Fremlin
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afllz +yl* < afllz + yl* + [lay — Be||?

aB (& +m)?+ > (om; — BE)?
j=1

j=1

r

> aBe +abn} + o’y + B

j=1
_ 0[3/8+O£,83+Ck2ﬁ2 +B2a2
= af(a+B)* = af(|lz] + [lyl)*.
Dividing both sides by a3 and taking square roots we have the result.

1A2D Corollary U(z,J), as defined in 1A2A is open, for every x € R” and ¢ > 0.
proof If y € U(,d), then n =6 — [ly — z[| > 0. Now if z € U(y,n),
Iz =2zl =lz-y)+ -2 <llz =yl + lly -zl <n+ly -zl =9,
and z € U(x,6); thus U(y,n) C U(x,d). As y is arbitrary, U(x, ) is open.
1A2E Closed sets: Definition A set F' C R" is closed if R\ F' is open. ( Warning! ‘Most’ subsets of

R" are neither open nor closed; two subsets of R", viz., ) and R", are both open and closed.) Corresponding
to the list in 1A2B, we have the following properties of the family F of closed subsets of R".

1A2F Proposition Let F be the family of closed subsets of R".
(a) 0 € F (because R" € T).

(b) R" € F (because ) € T).

(c)f E, F € F then EUF € F, because

R"\(FUF)=(R"\E)N(R"\ F) € %.
(d) If £ C F is a non-empty family of closed sets, then
NE={r:2c FYFc&} =R"\Up(R"\F) cF.

Remark In (d), we need to assume that £ # ) to ensure that (1€ C R".

1A2G Corresponding to 1A2D, we have the following fact:
Lemma If x € R", § > 0 then B(x,0) = {y: ||y — z|| < 0} is closed.
proof Set G =R"\ B(z,0). If y € G, then n = ||ly —z| —J > 0; if z € U(y,n), then
d+n=ly—zl<ly—zl+lz—zl <n+llz—=l,
so|lz—=z| >dand z € G. So U(y,n) C G. As y is arbitrary, G is open and B(z,¢) is closed.
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1A3 Lim sups and lim infs

It occurs to me that not every foundation course in real analysis has time to deal with the concepts
lim sup, lim inf.

1A3A Definition (a) For a real sequence (a,)nen, write

limsup,,_, o @n = limy,— 00 SUP,;, >, G = Infren SUD,, > A,

liminf, . an = limy, .o infy, > @y = sup, ey infr>n am;



1A3B Lim sups and lim infs 7
if we allow the values +o0, both for suprema and infima and for limits (see 112B), these will always be
defined, because the sequences

<Supm2n am>nEN7 <infm2n am>n€N

are monotonic.

(b) Explicitly:

limsup,,_, an, =00 <= {a, :n € N} is unbounded above,

limsup,,_ . Gn = —00 <= lim,_o0 G = —00,
that is, if and only if for every a € R there is an ng € N such that a,, < a for every n > ng;

liminf, . a, = —00 <= {a, :n € N} is unbounded below,

liminf, ., a, = 0 <= lim,_ o a, = 0,

that is, if and only if for every a € R there is an ng € N such that a,, > a for every n > ny.

(c) For finite a € R, we have

limsup,,_, ., a, = a iff (i) for every € > 0 there is an ng € N such that a,, < a + € for every
n > ng (i) for every € > 0, ng € N there is an n > ng such that a,, > a — ¢,

while

liminf, . a, = a iff (i) for every ¢ > 0 there is an ny € N such that a,
n > ng (i) for every € > 0, ng € N there is an n > ng such that a,, < a +e.

v

a — € for every

Generally, for u € [—00, 00|, we can say that

limsup,,_,., a, = u iff (i) for every v > w (if any) there is an ng € N such that a,, < v for
every n > nyg (ii) for every v < u, ng € N there is an n > ng such that a,, > v,

liminf,, . a, = u iff (i) for every v < u there is an ng € N such that a,, > v for every n > ng
(ii) for every v > u, ng € N there is an n > ng such that a, < v,

1A3B We have the following basic results.

Proposition For any sequences (ap)nen, (bn)nen in R,

(a) liminf,, o an, < limsup,,_, . an,

(b) limy,— o0 @, = u € [—00, 00| iff liminf, .~ a, = liminf,, - a, = u,

(c) liminf, , a, = —limsup,, .. (—as),

(d) limsup,,_,(an + b,) < limsup,, . a, + limsup,, .. bn,

(e) iminf, o (ay + by) > liminf,, o apn + liminf, . by,

(f) limsup,,_, ., can = climsup,,_, . a, if ¢ > 0,

(g) liminf,, o can, = climinf, . a, if ¢ >0,
with the proviso in (d) and (e) that we must be able to interpret the right-hand-side of the inequality
according to the rules in 135A, while in (f) and (g) we take 0- 00 =0 (—o0) = 0.

proof (a) sup,,>, am > infy,>n anm for every n, so

limsup,,_, o @n = limy 00 SUP,, >y, G 2> limy, o0 infy>p @ = limsup,,_, o ap.

(b) Using the last description of lim sup,,_, ., and liminf,,_,, in 1A3Ac, and a corresponding description
of lim,, ..., we have
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lim a,, = u
n—oo

<= for every v > u there is an n; € N such that a,, < v for every n > ny
and for every v < u there is an ny € N such that a,, > v for every n > ng
<= for every v > u there is an n; € N such that a,, < v for every n > ny
and for every v < u, ng € N there is an n > ng such that a,, > v
and for every v < u there is an no € N such that a,, > v for every n > ng
and for every v > u, ng € N there is an n > ng such that a,, <wv

<= limsupa, = liminfa, = u.

N—00 n—oo

(c) This is just a matter of turning the formulae upside down:

liminf a,, = sup inf a,, = sup(— sup (—anm))

n—oo neNm>n neN m>n
= — inf sup (—an,) = —limsup(—ay,).
neENm>n n— 00

(d) If v > limsup,,_,, a, + limsup,, .. by, there are vy, vy such that v; > limsup,,_, . an, vo >
limsup,,_, .. bn, and v; + v2 = v. Now there are n1, ne € N such that SUD,, >, Gn < U1, SUD,>p, b, < vsg; s0
that

sup A + by < sup A + sup b,

m>max(ny,n2) m>max(ni,n2) m>max(ni,n2)

< sup a,, + sup b, <wvp + vy =0

m>ny m>nso

As v is arbitrary,
limsup,,_, an + bp = infpen SUDP,, >y, A + by < limsup,,_, . an + limsup,,_, . bn.
(e) Putting (c) and (d) together,
liminf a,, + b, = —limsup(—a,) + (—b,)

n—oo n—oo

> —limsup(—a,,) — limsup(—b,,) = liminf a,, + liminf b,,.

n—oo n—oo n—oo n—oo

(f) Because ¢ > 0,
lim sup ca,, = inf sup ca,, = inf ¢ sup a,,
n—00 neNm>n neN m>n

= cinf sup a,, = climsup a,.
neNp>n n—oo

(g) Finally,
liminf, . ca, = —limsup,,_, . ¢(—ay,) = —climsup,,_, . (—a,) = climinf, . a,.
1A3C Remarks (a) Of course the familiar results that lim, o an + b, = limy, o0 @ + limy, o0 by,
lim,, . ca, = clim,,_. . a, are immediate corollaries of 1A3B.

(b) More generally, the concepts of limsup and liminf may be applied in any context in which we can
consider the limit of a real-valued function; consider, for instance, the proof of 134L, and 2A2H below. An
extension of these ideas is examined briefly in 2A3S.
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